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Chapter 1

Introduction

Imagine a river, continuously flowing on, in a constant way running its course; the
water in the river always tends to flow in the direction with the minimal resistance
possible. Suppose during heavy rain the water in the river becomes higher and higher.
Then, suddenly, the water becomes so high that the river overflows its banks, allowing
the water to flow in the nearby meadows. Then it takes some time before the river is
adjusted to this new situation.

Statistical physics is an attempt for modelling natural processes. It tries to connect
the microscopic properties with the macroscopic properties. For the river the movement
of the water molecules is connected to the overall flow. The global properties of the river
are given by some universal laws for some characteristics, notwithstanding the huge
number of involved water molecules. Because of this huge number we have to apply
probabilistic methods (stochastics) on the underlying microscopic differential equations
defining the movement of all of the water molecules. Then if we look at the macroscopic
properties, we know almost for certain its global behavior. This global behavior can
be described by equations only depending on macroscopic properties. The underlying
microscopic part is removed by the performed stochastics.

Let us take a die to demonstrate some of the involved stochastic principles. As we
know, we have the same probability to throw a 1 or a 6. However, experience tells us that
after a small number of throws, the resultieiative frequenciesf individual numbers
can significantly differ from each other. Only when we throw a die a large nhumber of
times, the resulting relative frequencies of the numbers become more and more equal.
The same result can be arranged when we throw not one die many times, but rather
when we throw a lot of dice at once and then look at the relative number frequencies.
Obviously throwing one die 1000 times is equivalent to throwing 1000 dice one time.
Eventually all of the relative frequencies appro%ch)n average every number appears
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once if we throw a die six times. This relative frequency of a number is sometimes
identified as therobability of the number to appear. To shorten notation it is denoted
by P(i). For every numbet on our die,P(i) = ¢. The function which assigns to
each numbet the corresponding probability, we call the probabittigtribution of the
property.

Suppose we have two dice. Then the combined probability edt(als, n2), where
n; represents the numbers on the two dice. For instdhide 1), the probability of
throwing with both dice a 1 equajs- + = 4. Note that the throw of one die does not
depend on the outcome of the throw of the other die. We say that the outcome of die
1 isindependenbf the outcome of die 2. When two properties dependenbn each
other the expression for the combined probability is in general more complicated.

All matter around us is made out of atoms. Every gram of matter contains around
10?3 atoms. Often one considers a collection of some global (bulk) properties in addi-
tion to the atomic properties. In the description of matter, all the atoms together with
the mentioned global properties define #estem Any particular realization of the
corresponding atomic values is called¢@nfigurationof the system. Determining the
configuration resembles the throwingidf* dice at once.

Suppose one wants to measure a macroscopic property, for instance the average
density. Because of the large number of atoms, in the probability distribution of the
atomic values there is no need of the possibility of tracking the locations of the single
atoms. In case of the river: during the heavy rainfall, the river has a way of flowing
which does change in time. After some adjustments are made, the changes do stop;
the river flow becomes stationary. The time scale of the adjustments is extremely large
compared to the scale of the local movements of the water molecules. The way in which
the system properties are evolving we calldyaamicof the system. In the global flow
of the river the microscopic movements of the water molecules have been averaged out.

In the next chapter we give a general overview of the part of statistical physics
which is important for the two particular kind of models we study in this thesis: neural
networks and Ising models.

Neural networks

The first subject of the thesis is about a model originating in the theory of neural net-
works. In particular we like to understand the concept of memory. Our brain is built up
out of billions of neurons connected in a highly non-trivial way. This structure we call
aneural network It is difficult to study it directly, because of the huge number of neu-
rons involved in a relatively small area. In order to understand how the memory works,
a common approach is to build a simpler model which captures its main features. Just
as the neural network of the brain, the model should be sufficiently robust: in transmit-
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Figure 1.1: Components of a neurdtaken from [19])

ting signals between neurons there are always some small errors involved. Given this
slightly deformed signal, the brain is able to remove the noise and to reconstruct the
pure signal. For a good general overview of neural networks see [19].

A neuron is build up of three parts: the cell body, the dendrites and the axon, see
Figure 1.1. The dendrites have a tree-like branched structure and are connected to the
cell body. The axon is the only outgoing connection from the neuron. At the end of the
axon it branches and it is connected to the dendrites of other neurons via synapses. The
end of any branch of the axon is separated from a dendrite by a space called the synaptic
gap.

Neurons communicate with other neurons via electric signals. The electric signal of
a neuron; transfers to a neuropin the following way, see Figure 1.2. First it travels
from the cell body of neurofinto the axon which is connected to neurprThis is the
outputsignal of neurori. When the signal of the neuron arrives at the end of the axon
it transmits neurotransmitters into the synaptic gap. Then by receptors on the dendrite
of neuronj the neurotransmitters are transformed back to an electric signal. There are
several types of neurotransmitters. Some of transmitters amplify the incoming signal
before transmitting it to the dendrites of other neurons, whereas others weaken it.

This resulting signal originating from the receptors of neujome call theinput
signal from neurori to neurony. Finally the signal arrives at the cell body of neurpon

In the cell body of neuror all the inputs come together. The cell processes the
inputs (as we will model mathematically by performingvaighted sum what we call
thetotal inputh; of neuronj. Then, depending on the outcome, the cell produces a new
signal which is transported to the axon of the neuiramorder to be transferred to other
neurons. This is called the output or ttenditionof neuronj.

For making a useful model based on these neural processes we need to make some
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Figure 1.2: The synapséaken from [19])

simplifications. As a first simplification we assume that every neuron interacts with
every other neuron. We say that the neural networfully connected Further we
assume that each neuron can have only two possible outputs, i.e. it can only be in two
conditions. For reference we denote dythe condition of neurom: o; = +1 ifitis
excitedando; = —1, when it is atrest

We also assume that no alteration of the signal takes place when it travels across a
synaptic gap. As result the input to neurpwhich comes from neurohis equal to the
outputo; from neuron; which is send to neurof

For modelling the dynamics of our model we introduce the tinmfst every time step
At (with A very small) every neuron output is changed simultaneously. The processing
of the cell body of every neurohwe model by two steps:

1. At time ¢ we multiply every inputo;(t) coming from the other neurons with a
weight. To obtain the total input;(¢) at timet we sum the result over all of the
neurons (except neurg.

2. For the output;(t + At) of neuronj at timet + At we take the outcome of a
probability distribution over the two possible neuron conditions. This distribution
is formed by a stochastic rule @ (t).

We assume that the connections are treated by the neuron cell bodies in a symmet-
rical way: the weight given in neurofito the input of neurorn is equal to the weight
given in neurori to the input of neuror. In realistic neural networks in general this
interaction symmetry does not hold.

The dynamics of our model is summarized by Figure 1.3. The stable configurations
under this dynamics form thmemoryof the system. Stability means that starting from
a stable configuration the system only reaches configurations which are very much alike
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Figure 1.3: Dynamics of the neural network model

(in the sense of neuron configurations). By choosing appropriate weights we can tune
the dynamics such that the memory is formed by a finite numbeaf preselected
neuron configurations™ , also callecpatterns

The stochastic rule depends on a paramgtefthe inversel’ = 1/ of parameter
[ is calledtemperature If parameter3 is large, the neuron has a strong tendency (high
probability) to become equal to the sign of its total input. Aapproaches infinity the
stochastic rule turns into a deterministic one. Then, if we put in a configuration which
is close enough to e.c(V), the system evolves to configurations equal to the pattern
¢ In other words the neural networkmembershe configuratiorg(!) of its memory.

This means that the neuron configuration becomes equéit@and, afterwards, the
system stays in this configuration. This is the so-called zero-temperature dynamics of
the Hopfield model, see Section 2.3.2. Itis e.g. very useful for information transmission.
The dynamics defines algorithms to remove noise from the received signals. Often it is
advisable to allow the parametéto be finite. Then, when we perform the dynamics of
Figure 1.3, we have excluded the probability of getting trapped in undesired so-called
metastable configurations.

In order to increase the capacity of the memory, obviously one can make the gener-
alization of increasing the number of possible conditions to a finite larger numiber
information transmission if one takes= 26, every neuron state corresponds to a letter.

Of course, forg < 26 one can also deal with words by a more carefully encoding, but
then the encoding becomes less clear. If we make in the above model this generalization
to have more possible neuron conditions than two, the resulting model is also known as
the Potts-Hopfield model.

In Chapter 3 we choose the weights in the total inputs in a different way. For this we
need to define first for each neuron a sep @bntinuous variable$§”) which we refer
to as patterns. We take at random a realization of these variables. They have a Gaussian
distribution. This special distribution is often used in statistics. Then with the values
of the introduced patterré]) we determine the weights for the total input. What will
be the memory of the resulting model? Are there any stable neuron configurations? We
will also look what happens when we increase the total number of neurons. What will
be the effect on the memory?

We form the weights of the total input by two Gaussian patterns. The possible num-
ber of conditions of a neuron we set to three. When we increase the number of neurons,
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for large numbers the following will happen. For a fixed number of neurons, the mem-
ory is concentrated around six neuron configurations. These configurations are related
to each other by a discrete symmetry. Every neuron configuration is associated to a
point in macroscopic space formed by some macroscopic variables. We can differenti-
ate the six stable neuron configurations into pairs of diametrical opposite points. When
one increases the number of neurons the discrete symmetry always occurs, however the
six configurations tend to rotate on three circles. This we will see in Chapter 3. If we
look at the sequence of increasing number of neurons, then in the macroscopic space of
above, the appearing stable neuron configurations do fill up the three circles in a regular
uniform way.

Ferromagnets

In Chapter 4 we consider a famous model for magnetic materials: the Ising model. In
general there are several kinds of magnetism. For the so-galaghagnetenly when

we are applying an external field to it, the metal is magnetized. Otherwise there is no
magnetization. Another important type of metal are fls@omagnets These metals

retain their magnetization, once they have been exposed to an external field. Initially
the ferromagnetic metals have no magnetization. This is comparable with what happens
when we magnetize pieces of iron with the help of a magnet. When we heat the material,
then eventually this effect disappears: the metal behaves like a paramagnet. For more
general information about magnetism we refer to e.g. [46]. We will use the Ising model
as a model for ferromagnetism.

Ising models

For justification of the Ising model as a model for a ferromagnet, we need to make
some assumptions. We assume that the unpaired electrons of the outermost shell of the
atoms ardocalized i.e. closely bound to the corresponding atoms. Only these unpaired
electrons are responsible for the magnetization. For the Ising model we assume that for
every atom only one unpaired electron is in the outermost shell.

Every electron has an intrinsic angular momentum which wesgaii This spin
generates a magnetic moment. Due to quantum mechanics the spin of the electron can
have only two orientations with respect to this magnetic moment, which weupall
anddown[5]. With a bit abuse of notation we mostly refer to these orientations as the
valuesof the spin. Because we have assumed every atom only has one unpaired electron
in the outermost shell, we also have only two orientations for the total spin per atom.
Most of the metals do consist of atoms with more than one unpaired electrons in the
outermost shell. For these metals there can be more than two orientations of the total
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spin per atom. Most solid materials are crystalline. The atoms, or ions or molecules do
lay in a regular repeated 3 dimensional pattern. This makes some finite number of spin
orientations energetically favorable.

In magnetizable metals the metal is divided into domains which have net magnetic
moments. The boundaries between these domains are daltedin walls[46]. The
Ising model only allows for configurations in which the spins of two neighboring elec-
trons are parallel or anti-parallel with respect to each other. If there is a domain wall
present, the thickness of the domain wall is automatically zero.

The interactions between the localized electrons are also calledelss interac-
tions In general two types of interactions do frequently ocaugarest neighboand
mean-field When we restrict ourselves to nearest-neighbor interactions, we assume that
all of the remaining interactions between the electrons, which are not nearest neighbors,
are zero. When the interaction is mean-field, then the interaction between the moments
of any pair of sites is non-zero and all of them are equal.

For the Ising model we restrict ourselves to the nearest-neighbor interactions. For
the lanthanide series (a particular series of elements) this is a good approximation. Al-
though the model is simple and is for other magnetic metals at most only a rough ap-
proximation it is and has been very useful model. It is the first model (and for long time
the only model in statistical physics) which displays the phenomenon of phase transi-
tion (e.g. think about the liquig~ gas transition). Furthermore it is exactly solvable in
1 and 2 dimensions. Nowadays the Ising model (and generalizations of it) appears in
several places, e.g. all kinds of optimization problems, voter problems, models for gas
versus liquid, etc.

Now we give a mathematical description of the model. Take a piece of a lattice.
Every point where a vertical line does cross a horizontal one we refer tgites dhe
horizontal and vertical line-pieces starting from a site and ending by the nearest next
crossing we refer to asonds On every site there is an atom which has a net spin
magnetic moment to which the spin can have only two orientations. We denote the
spin-value byr; = 41 when the spin is oriented up aag = —1 when the orientation
of the spin is down. We refer both to the atom as to the spin orientatiosgiasThe
configurations of the spins is in our case an array, which contains the spin-valuafs
every site.

Between each pair of nearest-neighbor spins (i.e. every pair of spins associated with
a single bond) there is anteraction

EfY = —foio; = Joio; (1.1

We call often this interaction also tlexchange energyetween the atoms on sit@nd
j. Theenergyof a configuration is the total of these exchange energies. The vagable
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is the inverse of the temperature times a constant, which depends on the type of material
considered.

The probability of the configurations are determined by these interactions. In ferro-
magnets the nearest-neighbor spins tend to have equal orientations, i.e. they tend to be
aligned Therefore we have chosen the interactions in the model such that it becomes
more probable for spins to be aligned: we have.ket 0. WhenJ > 0, the model
behaves like an antiferromagnet. Then it becomes more probable for spins to be anti-
aligned. The higher the energy is the less probable the configuration becomes. The
probability of a single configuration equals

exp (8 D oio;)  exp(— Do EZX)
P(o) = Z(U)J B Z (U)J

where Z (o) is the sum of the numerator over all configurations. We see that when
the temperature gets lower, the interaction (1.1) becomes stronger. Then it becomes
more probable for nearest-neighbor spins to be aligned. From (1.2) we immediately
see that for zero temperature only the two configurations which minimize the energy do
appear with positive probability: i.e. every spin has the same orientation. For very high
temperatures every configuration becomes almost equally probable. Then the model
behaves like a paramagnet. The temperature is thus a measure of the disorder in the
system. For low temperatures most of the spins do align with each other, for high
temperature the orientations of the spins are more or less randomly up or down. In
Chapter 4 we will consider the most interesting part, the low-temperature ferromagnetic
region of the Ising model.

Until this moment we did not bother about the environment. When the energy of
the system is independent of this environment, we say that the systdradnbsundary
conditions But what happens when this environment is formed by a different material
with a particular chosen configuration of spins? The values of the spins next to the
boundary not only tend to align the internal spins but also feel the nearest-neighbor
spins in the environment.

In general a piece of metal contains a lot of atoms. Already one gram contains
around10?? atoms. One likes to consider volumes which are of the order of the size
of the piece of metal. The volume size is measured in the number of atoms, thus also
of the order of10%2. In the mathematical description of the model we approximate
this huge number by infinity. First one takes a large finite-volume version of the Ising
model. Then one tries to extrapolate the resulting expressions to an 'infinite’ volume
size model.

What will happen to the system when we increase the volume size, and choose for
each step the orientations of the external spins arbitrarily up or down, i.e. weatake
dom boundary conditior'sHow does the alignment of the spins change in the process

16
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of increasing the volume? It turns out to be dependent on the way we let the volume size
increase. Our results depend on letting it increase fast enough. Furthermore we need to
choose the temperature very low so that there is a strong tendency for the spins to align.

Then, in the long run, by (1.2), in the appearing configurations almost every spin
has the same orientation. However, because we have chosen the boundary conditions
randomly, for half of the volumes the appearing configurations will have almost all of
the spins up and for the other half of the volumes the configurations have almost all of
its spins down.

But now, if we look into the volume but far away from the boundary? Do we still
see an effect of the boundary conditions? We prove that the local volume density of the
area’s of aligned spins becomes asymptotically independent of the boundary conditions.
However, even for very large volumes, there is a significant effect on the density of spin
values. If we look at a fixed (very large) volume, then with probability one, either
all configurations have all the spins up or have all the spins down. Almost all of the
orientations becomes equal to the orientation of the majority of the external spins which
are involved in the boundary condition. Because of the non-zero temperature a small
part of the spins has an opposite orientation.

Because we have increased our volumes fast enough the so-tatiedesdo not
appear. This means we do not have with nonzero probability both type of configurations:
i.e. having configurations with most of the spins up and configurations with most of the
spins down.

This is the subject of Chapter 4. There as a technical tool we need to introduce
non-trivial expansion techniques, calledilti-scale cluster expansion®ur multi-scale
expansion method is inspired by the ideas aftifich and Imbrie [35]. The multi-
scale expansion is a generalization of the more familiar 'uniform’ cluster expansion
technique. To simplify our estimates we choose to use a different representation of
the expansions from the one used in [35], the so-cd{leidcK/-Preiss representation
which was developed just two years later [50].

In order to have useful expansions, one needs to prove certiria: we need the
convergence of some summations related to the expansions. For cluster expansions it is
crucial to check the KotegkPreiss criterion. However, in our expansions it is impossi-
ble to prove it directly. Therefore we introduce a new criterion, which we prove to be
equivalent. This new criterion enables us to obtain useful estimates even for our expan-
sions. In the final chapter the uniform and multi-scale cluster expansions are explained
more thoroughly.

Schematically the thesis is built up as follows:
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Chapter 2

General overview

2.1 Gibbs measures: Ising model

2.1.1 The Ising model

In some metals, some fraction of the atoms becomes spontaneously magnetized, when
the temperature is low enough. This happens for instance in iron and nickel. The
magnetized spins, which are the intrinsic magnetic moments of the atoms, tend to be
polarized in the same direction (e.g. all up) which gives rise to a macroscopic mag-
netic field. We call this ferromagnetic behaviour. However, when the temperature is
above soméd’, then all spins are oriented randomly and there is no macroscopic mag-
netic field anymore [44]. The interaction between the magnetic moments is short-range.
However these short-range interactions do provoke long-range ferromagnetic behavior
in the system. These metals have a rather homogeneous-crystalline structure with the
atoms fixed, apart for some minor moving. This makes that the short-range interactions
are typically homogeneous ones.

The Ising model tries to model this transformation of typically-homogeneous short-
range interactions into long-range phenomena in physical ferromagnets. In this model
we look only at the basic features of a ferromagnet. We assume that the metal atoms are
on a regular crystalline lattic&, which is in general a subset @¥. Every point of the
lattice contains precisely one atom.

Furthermore this atom is fixed and the only degree of freedom is its spin i.e. its
magnetic moment. In reality the atom moves a bit around its lattice point, but be-
cause of strong crystalline binding this movement is limited. In this model we have
neglected the effect of these movements. We assume that the environment outside the
metal changes adiabatically slowly. For real ferromagnets this is indeed typically the
case when we compare the microscopic changes in the crystal with the macroscopic
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exterior environment. Without any harm we consider this environment to be fixed: the
so called boundary condition tv. On every point of A there is precisely one particle
which has only its spin-value; as degree of freedom. The spins can only point up or
down, or equivalently its spin-values are restricted tor; = +1. Here is some re-
scaling involved, but for the total picture this pre-factor is not important. There are only
nearest-neighbor pair interactions between the spins.

In reality crystals are never perfect, and because of thermal excitations some points
of the lattice are empty and other parts of the lattice are deformed. Also more spin-
values are allowed. Despite its serious restrictions compared to reality, the Ising model
still shows the long-range ferromagnetism it was designed for (if the dimedsior
and the temperaturg is low enough) e.g. [20]. This is in contrast to Ising’s claim; he
found no ferromagnetism in dimension 1 and he conjectured wrongly that the same was
true ford > 2.

As usually happens to simple models, all sorts of generalizations to the Ising model
have been done. The reality connection with the ferromagnets is often not so clear
or not even there at all. However, we see Ising models in various places to explain
many phenomena; Ising models are equivalent to lattice gases, closely related to many
percolation problems and useful for optimization problems as well.

We can generalize the Ising model by allowing the spins to have more spin-values.
The result is a so-called Potts model when this amount of spin-values is finite. It was
proposed by Domb as a subject for his student Potts. Using duality arguments Potts was
able to determine for the standard Potts modeldfee 2 the critical pointss, for all
values ofg. Further on, in Chapter 3, we will see these Potts spins of the standard Potts
model. Another way of generalizing is to allow the spins to have continuous values on
a sphere: e.g. the Heisenberg model.

We return to the Ising model and make things more concrete. So -in other words-
let’s put the model into math. We use the canonical-ensemble description from statisti-
cal physics. It describes systems for which their exterior functions as a heat reservoir.
Each member of the ensemble is represented by a point in the phase space. All the
possible system behavior is described by this phase space together with a probability
distribution on the ensemble. For Ising systems the phase space is discrete because the
only freedom of the system are the spins. Because each spin can take only two values

the phase space equdls1,1} Z* Each point of the phase space we call a (spin) con-

figuration. Denote by the spin configuratiomr € {—1, 1} Z* The restriction ob to
the finite-sized\ we refer to asry € {—1,1}*, where

A={-L,—-L+1,---,L—1,L}¢ (2.1)

andA¢ = 74\ A.
20



When the system settles into thermodynamical equilibrium, the probability of the
spins to be in the configuratianis described by the so called (finite-size) Gibbs mea-
sure:
exp (—HJ(52))

Z3
We denote by . >" the expectation of the argument with respect to the Gibbs measure
px. Zj is the partition function which we obtain by summing over all configurations
the corresponding Gibbs-weight of the configuration.

The free energy of the system per spin equals

1l (on = o) = (2.2)

1
log Z7, with 3 = — 2.3
6!A| g p== (2.3)

Fl =
For asetd C 7¢, the symbol A| refers to the number of sites containeddnFor more
details and the derivation for the particular choice of the Gibbs measuvee refer to
any statistical mechanics book, for instance [44].
The functionsH} (o) are the energy functions or the Hamiltonians of the configu-
rationso . For the Ising model they are defined as follows:

H" (op) =—p Z ozoy —1) = Z Oy (2.4)
< ’y>CA TGA yeAC

where (x, y) stands for nearest neighboring sites. This means in particulaf{that
y|| = 1, where||.|| is the Euclidean norm. Bywe denote the fixed boundary conditions,
i.e. to the spin-values of the spinsAf. When we do not include boundary conditions
we speak about free boundary conditions. Equivalently we drop the second term in the
Hamiltonian. Indeed, the expression for the resulting free energy then is independent of
the boundary condition. For the corresponding Hamiltonian we fitéo).

Note that because the interactions are only nearest neighbor onjistinghe sites
z € A° with d(z, A) = 1 are involved. Z} is the partition function which we obtain
by summing over the Gibbs-weights of all configuratiens As we see from (2.4) the
spins tend to align to each other.

Mean field: Curie Weiss

In general, the partition functio&] is hard to compute for the Ising model. For one

dimension this can be treated simply by the so called transfer matrix methods. When

d = 2 there is the famous, much more involved, Onsager solution which gives an

complete analytic expression also by using transfer matrices. For higher dimensions

however only partial results are known. So some approximation is introduced: the
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mean-field theory (we follow closely [68]). With this approximation we are able to
obtain an explicit expression for the Gibbs average of the global magnetization.
We look at free boundary conditions and we rewrite the Hamiltonian to

Hp(op) =BN(L) - Z OO0y (2.5)

(z,y)CA

where N(L) is the number of nearest-neighbor bond pairs. Because the first term is not
dependent on the spin-variables it drops out in the Gibbs measure. So we are allowed
to ignore it.

Then we ’expand’ every spin; around its Gibbs mean value o; >= m and
denote the fluctuations b¥; = o; — m. Rewriting the Hamiltonian (2.4) gives for free
boundary conditions

Hy(on) ==B Y (m+Ay)(m+Ay) (2.6)
(z,y)CA
Now we assume that we can neglect the higher order termsso
Hp(op) = Bm’N(L) — fm > (04 +0y) = fm’N(L) — 2dBm Y o, (2.7)
<z, y> x

Here we have assumed that every siteas 2d bonds coming out from it. The corners
and intersecting planes on the boundaryAofre of lower dimension and therefore
ignored.

With the above the partition function easily follows:

Zn = Tryexp (—BHp(on)) = Tryexp (ﬁmQN(L) - 2dﬂmz az) —
exp Sm>N(L)(2 cosh exp 2dsm)M  (2.8)

By Tr, we mean the sum over all possilé! configurations. Now we remember
thatm =< o¢; > which is the Gibbs-expectation of the mean of a single spin-value.
When we put it in, we obtain the so called mean-field equatiomfor

_ Tryo5exp (—BHp(on))
- Z

m = tanh 2dgm (2.9)
This equation has three solutions’, 0 and—m* wheneverdg > 1, i.e. wheng >
1/2d. The critical values.: 2d3. = 1 is the value where region ends where there is no
global magnetization, i.e. there is no non-zero solution.
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It turns out that the above mean-field equation (2.9) (after re-scaling) is the exact
solution form =< o; > of the infinite range version of the Ising model (see e.g. [68]).
This version is also called the Curie-Weiss model which has as Hamiltonian

Hy(o) = ——Zaiaj (2.10)

wherel < i,j < N. Each spin has an (uniform) interaction with any other spin. We
will encounter more mean-field equations in Chapter 3.

2.1.2 Thermodynamical limit

In nature macroscopic systems are extremely large of the ordéfbftoms and more.

So it is natural to take the system size limhit— oco. But when we take this limit the
Hamiltonian goes to infinity as well. The infinite limit expression of the Hamiltonian
does not make any sense. So how to define an infinite-volume Gibbs measure which
depends on this divergent function?

All is settled by defining the infinite-volume Gibbs measure by the condition that
all the conditional probabilities to finite-sized volumes are finite-size Gibbs measures
in a consistent way. The corresponding equations due to this condition are called the
DLR-equations.

Definition 2.1. An infinite-volume measure is a Gibbs measure if it satisfies the so-
called DLR-equations:

p(-nae) = pi () (2.11)
for all finite A and u-a.e. everyy.

Equivalently: if we conditionu on the configuratiom outsideA we obtain the
finite-volume Gibbs measuré] .

If we look at the finite-size Gibbs measur,e}L and if we take the sequende=
1,2,--- it depends on the boundary conditigrvhat will happen for very largé.. The
sequence does not need to settle to a single limit Gibbs measurel. Feroco the
sequence may oscillate between two or even more infinite-volume Gibbs measures.

To see some limiting structure one can define metastates. These metastates are
probability measures over the infinite-volume Gibbs measures. Later on we reveal more
details about metastates in Section 2.5.

When we cannot write the Gibbs measwras a combination of Gibbs measures,
e.g.n = (¢ +u")/2, we cally an extremal Gibbs measure or a pure state. From (2.11)
follows wheny’ andy” are pure states, then all the convex combinations in between are
infinite-volume Gibbs measures.
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Figure 2.1: Typical configuration fo;ug‘

As T — 0 the inverse temperatuge — oo. From (2.2) we see that we obtain for
infinite volumes only Gibbs measurggor which configurations of a strictly non-zero
weight (with respect te) do minimize the corresponding energy functidri(.).

We call these states ground states and the corresponding set of non-zero weight
configurations ground-state configurations due to the following property. From the
corresponding ground-state configuratiensfor every configuration’ we can cre-
ate by flipping any finite number of spins inthe following holds: the difference of
H"(¢") — H"(o) > 0. Note that we need to be careful, because in the infinite volume
limit A — oo the energy tends te oo for a lot of configurations.

This does not mean that there are no statefor which the differenced”(o") —
H"(0) < 0, whereo is a ground-state configuration. What it does mean in dynamical
sense, is that the system will stay in the same state for an infinite amount of time.

2.1.3 Some choices of boundary conditions

For getting a better understanding of the Gibbs measure subjects we just introduced,
we consider some examples. All is for the Ising model defined in Section 2.1.1. For
simplicity we restrict ourselves mostly to 2 dimensions.

Uniformly agreeing

First we take as boundary conditign= 1, i.e. every sitgy hasn, = +1. Looking at
(2.4) we see easily that only the configuratiors +1 minimizes the Hamiltonian. This
means that there is exactly one ground statewhich equalsig_m(a) =d(oc =+1).
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For 3 large enough but finite, the Gibbs staI@ which does appear tends to concen-
trate around this configuration = +1. The set of configurations’ which do appear
with Mg—measure 1 is of the following structure’ has typically small islands of
spins in a sea--spins. The small islands have small lakes-a$pins which can contain
islands of—-spins and so on. This set we will refer to as theensemble later on. See
Figure 2.1 for an example.

The same is true for the boundary conditiprs —1. Then the configurations has
small islands oft--spins surrounded by -spins: the—-ensemble.

We can make this image plausible by proving the absence of large contours: in
literature often referred to as a Peierls bound. Consider all the bonds of the dual lattice
7% between nearest neighbor spins which have opposite signs. When we take the
union, the resulting closed curvésdo form the boundary betweef and — spins.

Every closed curve we call a contollr The lengthT'| of the contour is the number of

dual bonds involved. Because of the boundary conditiaa +1 every contour does
appear as a closed curve. Every set of non-intersecting contours defines exactly one
configuration when we only look at the-boundary condition and vice versa. Later on

for different boundary conditions a more general definition is needed and more general
curves do appear.

When we look at the definition for the Hamiltonian (2.4) we see that

Hif (o = {T}) - Hf (0 = +) = 20T (2.12)
This means that for the relative probability it holds:

p(o=A{T}

(o = +1) = exp (—20|T']) (2.13)

also called the weight or the cost of contdurNote that the weight of a configuration
consisting of more contours factorizes into the weights of the single contours making
up the configuration.

Now we can prove the statement:

Peierls bound: Assume5 > (log3)/2 and + boundary conditions. Then for any
6 > 0 with .+ -probability one there are no contours larger th@i whenL — oc.
Proof.

X (o2 AT with [T > L) = uf (o : %) (2.14)

6 > 0, possiblyL? <« L4
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Figure 2.2: Alternating boundary conditiong for A
Because of factorizatiol ({T'1,I'2}) = Hy ({T'1}) + H; ({T'2}) and therefore
1
pix (0 %) = Ve Zexp(—ﬁHf{(a)) =
A Ok

1
Z eXp(—25m)? Z exp (—AH) (0")) <
I:|T|> L6 A gro=(ryur

0/

e Z 3" exp (—208n) < 2L%exp (— (268 —log3)LY) — 0

n=LY

1
for L —>00,0>0, 0> §log3 (2.15)

O]

Note that the proof of the Peierls bound heavily depends on the uniform exponential
size decay of the contour weights.

Alternating

Now we choose the boundary conditipias an alternation of and— spins, see Figure
2.2. Every boundary spin involved has a sign opposite to its nearest neighbors. Note
that this boundary condition gives rise to contours which are not closed curves.

Because the boundary condition does not favor any sign, the ground.étate=
2 (8(c =+1) +6(c = —1)) = 1(u™ +p~), when we take even volume sizes. We see
that this boundary condition gives rise to a mixture; the ground state is a combination
of the two pure stateg™ = §(c = +1) andu™ = (o = —1).
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Figure 2.3: Typical configuration fomgob’"ushm

The Gibbs states do concentrate now around both pure states which together do
make the ground stat@: = %(;ﬁ + 7). The measurg™ is the Gibbs measure which
concentrates only on the-ensemble ang™ concentrates on the-ensemble.

We claim that this means that there are no interfaces involved with probability one.
By an interface we mean a contour which crosses the square lattice (so is at least of
orderL). Of a (vertically-crossing) interface maximally half of the vertical bonds do
cancel in considering the weight; the weight of an interface is at mgst—/|T'|) so
we can apply again the Peierls bound for proving the claim.

Dobrushin

Now we create a boundary condition for which interfaces do exist. We chpase
follows. For the upper half of the boundary we take all the spirisand for lower
half we do the opposite: all the spirsl. This boundary condition is also called the
Dobrushin boundary condition.

The possible form of the ground states is dimension-dependentl £02 ground
states and fo#i = 3 also Gibbs states do exist with an interface like in Figure 2.3. This
means that the interfaces appear with non-zero probability at a particular position.

Chaotic size dependence

When we choose the boundary conditions carefully we can ensure that the system does
not have a limiting Gibbs measure. Take for even system/sihe boundary condition

+ and for oddL the boundary condition-. Then the sequence,,, converges to

the unique Gibbs measure™. The restricted odd sequenpg,, ., converges tq. .
However the full sequence,, oscillates betweep™ andp~ and never settles to a
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limit. It depends on the volume size what the measure looks like even when this size
goes to infinity. This limiting dependence we call size dependence. Instead of even and
oddness we can also choose ther — boundary conditions in a random way. Then for
very largeL the measure still may depend randomly onThis is called chaotic size
dependence.

Quenched-random boundary conditions

The environment around the system can be changing randomly in time. However in
reality when this happens then these changes are typically adiabatically slow with re-
spect to the dynamical changes of the system. To model this we assume the external
environment is fixed and is an outcome of the random variables making the randomness
of the environment. This type of randomness we qaknched disorderHowever we
must be a bit careful when we say that the external environment is fixed. Although
the disorder is quenched and therefore fixed, the boundary condition changes randomly
when we look at increasing sequences of volumes which are independently chosen of
the disorder.

Choose alky; i.i.d. (=independently identically distributed) according to the follow-
ing distribution

P(n; = =+1) = % (2.16)

What will happen now? This is the question a considerable part of this thesis is all
about, in particular Chapter 4. Are there Gibbs states or ground states involved which
do contain all the above features: mixtures, interfaces, + and - ensembles? The answer
is not obvious from the beginning. Because although the probability of having interfaces
goes to zero in the-distribution (Dobrushin-type configurations), it certainly does not
immediately follow that the Gibbs probabilifyalso goes to zero for the interfaces.

Furthermore there is no such thing as a limiting Gibbs state, because chaotic size
dependence is involved. For sparse enough sequences the limiting measure oscillates
randomly between measures concentrated onttfensemble and measures concen-
trated on the--ensemble. For large enough volumes, wijtprobability one, neither
interfaces nor mixtures will occur. The above model is one of the simplest in which one
can study these things rigorously. The concepts have been developed for spin glasses,
in which much less is clear even at a heuristic level.
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2.2 Spin glasses

2.2.1 Ising spin glasses

In the previous section we have considered the Ising model, which models metals with
uniform spin-interactions. The spin glasses we now consider, are modelled by a system
with the same concepts but now the spin-interactions will be modelled by random inter-
actions. The atoms do not lay regularly on a crystal but are randomly placed in space.
In these spin-glasses these random places do change very slowly in time. Compared to
the dynamics of the spins these positions are fixed. After some time the spin values are
more or less like random distributed but do not change in time anymore. This rather
unusual behavior is seen in some alloys of ferromagnets and conductors like AuFe and
CuMn. In these metals the so called RKKY spin interactions are rapidly oscillating and
slowly decreasing. Because the atoms are randomly placed the sign of the interactions
is also random distributed.

We use the term glass because of the similarity with the glass of windows, which
are fluids but where the flow is almost infinitely slow. In the literature the term spin
glass is often used for a wider class of models which have a high amount of quenched
disorder in common but where the connection to the alloys is often lost.

Spin-glass models with infinite-range interactions turn out to be useful also for
explaining pattern recognition in neural networks, in error-correcting codes, image
restoration, and in all kinds of optimization problems [68].

For an explanation of the spin-glass phenomena the Edwards-Anderson model has
been introduced. This is an Ising spin glass with only nearest neighbor interactions
and therefore has only interactions between neighboring pairs of spins. The rapidly
oscillating interactions are modelled by i.i.d. Gaussians.

The Hamiltonian is as follows

Hpy=-p Z JijUin + hﬁZUz (2.17)

<i,j>€EA i

The J;; are quenched i.i.d. non-trivial random variables with common mefahy, JE=

E[J12] = E[J] andh is an uniform magnetic field. The s&tis a subset of?. Because

no boundary conditions do enter in the Hamiltonian the boundary conditions here are
free.

In real life when we study spin-systems we expect to observe only quantities which
depend on macroscopic properties. The couplings are microscopic and in practice
we do not know all the random places of the individual atoms. When we make the
setup we do this without knowing the particular realization of the couplings. So for a
proper measurement we need that the macroscopic properties we measure are coupling-
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independent. Therefore we should observe only states which we can create in a coupling-
independent way. These states we call observable states. If a state is not observable we
will call it an invisible state [67].

Whenh = 0 it depends on EJ] and ong for which kind of configurations there
is a tendency to order in the system. Wheris low enough:5 < j. then there is
no ordering in the system at all. The spins behave approximately independent of each
other; the system showmramagnetidoehavior. For some systems only this behavior
is possible ang, = oc.

Wheng > f. there are three possibilities. WherJE > 0 the system prefers
ferromagneticbehavior: all spins tend to have equal values. F@/]E< 0 the spin
values of nearest neighbor spins tend to be different from each other, which means the
system prefers to banti-ferromagnetic The third possibility, happening typically when
E[J] = 0, isthe spin glass phasghich we will consider now.

A good way to see these tendencies is to look at the so called Edward-Anderson
order parametefs 4:

1
a8A = 1 <o >? (2.18)

where< . > is the Gibbs mean of the argument gnd is the total size or the volume
of A. For paramagnetic behavier o; >= 0 for every sitei, makinggea = 0. When
the system behaves likf@rromagnebr aanti-ferromagnek o; >2= 1 for every site
i. This makesgyg 4 = 1: its maximal possible value.

When we set the averagd B of the couplings to zero the systems prefers as many
spin pairs for whichr;o; = +1 as for whicho;o; = —1.

With the field h we have some control over the spin-values, when the average
E[J] = 0 or small in magnitude compared to When we puth > 0 the system
gives preference te-spins, wherh < 0, the—-spins are more favored. However when
the field is not too large there is an intimate interplay between tendency due to the field
h and the tendency due to the couplings

Denote by.] the coupling average: the average over the disofgefor calculating
e.g. the averaged free energy we first calculate the trace as before with a fixed random
realization. Then we take the average over the randomness. This because the change in
randomness over time is adiabatically small compared to the spin value changes due to
thermal activity.

The free energy per spin turns out to be a self-averaging quantity. This means that
with probability 1 the free energy per spin for a fixed realization of the couplings is
equal to the coupling mean when we take the system size Aimit co. So the limit is
independent of the realization of the couplings. This is as it should be, because the free
energy is a macroscopic object.
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When the temperature is not too lowo; >= 0 for any sitei, because of param-
agnetism. This makes both the average magnetism [< o; >] = 0 andq = [<
o; >2] = 0. For low enough temperature in genetals; >+ 0 due to the quenched
couplings. However when we average over the disorder it can happen due to alternat-
ing signs thaf< o; >] = 0 although< o; ># 0 for the typical realizations of the
quenched couplings. Byt = [< o; >%] = [gra] > 0. This scenario is callethe
spin-glass phasenhich is the third possibility we have mentioned earlier on.

2.2.2 Mean field: SK-model

Because calculations for the short-range EA-model are extremely hard we can try to do
the mean-field approximation like we did in the Ising model. The result is the infinite-
range Sherrington-Kirkpatrick model of which the Hamiltonian is

N
HN:\/BNZJijUinJFhﬁZUi (2.19)

1<j 7

again with J;; the outcome of an i.i.d. random distribution. Often one takgsas
standard Gaussianf;; ~ A (0,1) and the external fielédd = 0. It is believed that the
infinite dimension limitd — oo for the free energy density of the EA-model is equal
to the free energy density of the SK-model. As in the SK-model each spin interacts
directly with infinitely many other spins.

For the SK-model one can show that the spin-glass phase does occur when the
temperature is low enough and the coupling mean not too large [68].

When one tries to take the limi — oo various limit Gibbs stateg seem to appear.
In general a Gibbs state then looks like a mixture of infinitely many pure states

p(o) =Y wi(a)pa (2.20)

wherew(«) is the relative weight of the pure statg. [66]. Note that the decomposition
weights as well as thg, do depend on the disordér Recently it was proven that in
the limit V — oo each configuration is a ground state [67]. However taking the infinite-
volume limit is problematic. A slightly better-behaved class are the Hopfield models.

2.3 Hopfield model

Our brain is a complex structure of many neurons which interact with each other in
a non-trivial long-range way. For instance the cerebral cortex consists already about
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Figure 2.4: The zero-temperature neuron dynamics

10'° neurons. Nowadays there is a lot of research in this area. It seems that our brain
network is scale free. It has the structure of a so called small world network: i.e. small
path length between two neurons in the order of the path length in a random edge neural
network, but with a relatively high amount of connections (e.g. [18]).

Originally Pastur and Figotin invented the Hopfield model as a model for a special
type of spin-glasses. Then Hopfield came up with it independently as a model for neural
networks as above. However it is a simplified model and the geometric structure of the
neural connections is totally missing.

2.3.1 Setting

Assume that the neural network contaiNsneurons and that every neuron interacts
with any other neuron (i.e. having mean-field like interactions). These interactions are
composed out of 2-neuron interactions only. Now consider a neurbhne state of the
neuron is labelled by the variabtg. If the neuron is excited thes, = +1. When

o; = —1 the neuron is at rest. As a current is going from neujanto neuron: the
signal is altered due to chemical transmitters in the netiitself. This synaptic efficacy

we denote byJ;;. It alters the signat; into .J;;0;. The total inputh; of neuron: equals

J: i

2.3.2 Dynamics and ground states

Let us define the dynamics of this modelsi{t) denotes the state of a neuroat time
t then it becomes (or stays) excited at tilne At wheneverh; exceeds a thresholy.
Otherwise it is at rest at time+ At:

oi(t + At) = sign(h;i(t) — 6;) (2.22)

For simplicity we set this threshold to zero. Then the state of nebattimet + At
becomes [19]
o;(t + At) = sign ( Z Jijaj(t)> (2.23)

Ji J#i
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so without an extra constant term. See Figure 1.3 and also Figure 2.4.

A particular fixed configuration of neurons we denote byahedimensional vector
E c {—1,1}®N. We call this a pattern. If this patteéﬁis a stable fixed point of the
evolution defined by (2.23) then we say it is in the system’s memory. If we assume
that there are no metastable fixed points, then the following happens. If there is only
one stable fixed point, then whatever the initial state of the neurons, after long enough
time the system will be in the state definedéﬁy.e. the systememembershe pattern.
Of course there can be more patterns in the memory. Then if we pick at random an
initial configuration of neurons, at the end we will always end up in one of the patterns.
Furthermore every pattern of the memory can be reached with non-zero probability. In
general however it can happen that the dynamics get stuck in a metastable fixed point.

To illustrate this process better, imagine you want to answer a question for a quiz.
It can happen that you need a bit of time to remember the answer, because the question
appears to be difficult. But still you have the feeling that you might know this one.
In the process of remembering you try to find associations with the -according to you-
presumably right answer. You are fine-tuning your first thought. You are altering your
initial condition to a better one, a one with less energy. Then after some time you think
you know an answer and you believe it is right. You have recovered something of your
memory: either you are in the state of the right answer or in a state of wrongness.

A good way of measuring how well a configuratieragrees with a given patteﬁq
is to look at the corresponding order paramqger

1 N
g = N;Uifi (2.24)

Whenqg = 1 then the configuratioa is equal to the pattelfmand Wherqg = —1thenit
is equal to the opposite: = —5. The parameter@g are also calledverlap parameters

Whenevertq: > 0 the configurationto agrees with the patteq:ifor more than half
of the neurons.

A good way of studying this system is to use the Gibbs description of statistical me-
chanics. Then the memory of the system is formed by the ground states of the model.
The equilibrium features are governed by the Gibbs measure. We choose the Hamilto-
nian as

N N
Hy ==Y hioi=—=> o; Y Jijoj (2.25)
i=1 i=1  j:j#i

Now the zero temperature dynamics of this system is equivalent to the earlier-defined
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neuron dynamics (2.23). We see this as follows. The energy equals

N
Hy(t+ At) ==Y hi(t)oi(t + At) (2.26)

i=1

For zero temperature the Gibbs measure for imeAt becomes @-measure on the
configurationsr (¢ 4+ At) for which the energyd v (¢ + At) is minimal. As we see from
(2.26), this is the configuratiom for which for every neuron o;(t + At) = sign h;(t).

Itis easy to see that the energy cannot increase in this operation. However it is not clear
that in the end whenis very large, we will end up in a single ground state configuration

or oscillate between more.

The above dynamics is deterministic. In reality the neurons might not be determin-
istic in this way. Furthermore we need to allow for some probability that the energy
in the operation can increase. This is to have the ability to get out of the local minima
formed by the metastable fixed points. Therefore we introduce a paraghé&iszon-
trol the uncertainty in the model. The smalfgérthe more uncertainty. Whe# = 0
the neurons behave perfectly random, because the energies of the configurations do not
matter. Taking? — oo makes the system behave like the zero-temperature dynamics of
(2.23).

As example we take;; = +1. Then the system transforms into the Curie-Weiss
model. The behaviour of this model is well understood. The ground states-are1.

It is also easy to see that the same is true whigrcontains only one patterg) i.e.

Jij = &¢&;. Indeed the Hamiltonian (2.25) is minimized whenewvet isigng. In this
case the pattern coordinatgsare allowed to have a more general distribution but they
need to be i.i.d.

In reality one often knows only the global properties of the memory of the system.
Furthermore the memory also changes in time. But these changes in time are very slow
compared over the time in which the states of the neurons are changing. A good way
of modelling this is that instead of choosing the pattern ourselves we let the patterns be
chosen according to a quenched random distribution. All the randomness is i.i.d. and
is thus described by a product measure. The measure with respect to this randomness
Ewe denote byPg. Usually one takes the randomness as symmetric Bern(ﬁJH\'u:
{—1,1}®N,

Note an important difference between the 1-pattern case and the SK-model. In the
SK-model all the bonds have independent disottigrin the 1-pattern Hopfield model
pairs of bonds with a common neuron e(¢ji) and(jk) have highly dependent disorder.

We generalize from the 1-pattern system to the fipifgattern system with patterns
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¢l,...,€P. We take for theJ;;

1 p
J— M
Jij = ;:15,- ¢ (2.27)

For the patterns we take a random outcome of the uniform distributi¢f-en, 1}®N)®p.
In the literature this choice of th&; is referred to as the Hebb rule. Because of the scal-
ing the quenched patterns are asymptotically orthonormal to each other

lim —& - & = 5, + O(\/1/N) (2.28)

It is easy to see Ehat the states= +£+ are equilibrium states of the system. Indeed if
we put ino(t) = £* into thes — oco-dynamics (2.23) we obtain fa¥ — oo

oi(t + At) :sign( Z Jz’jff) :Sign(i]bzp:&y Z 556#) -

g i v=1 ji j#i

p
sign (£ ) /6,) = sign (£€) = £¢/ (2.29)

v=1

In other wordso (t) = o (t + At). This makesr(t) = +£* fixed point configurations

and therefore equilibrium states. However it is not clear from these calculations whether
these states are also ground states. This is because the states can be unstable fixed points.
Furthermore we might not be allowed to omit t&/1/N) term in the calculations

as we have done. Also it could be possible that the states only can be reached by a set
of ]P’g—measure 0. Or maybe there are more ground states than these fixed points. After

more analysis it turns out to be that the statess = i{” are indeed the only ground
states for this system (e.g. [10]).

2.3.3 System-size-dependent patterns

When the number of patterns depends on the system sizeeveral things can happen.
Denote bya the ratio between the number of patterns and the systemesizep/N.
We consider the phase regions in {11 ) plane, see Figure 2.5. Whenevér> T,
whereT, = 1 + \/a the system behaves likeparamagnet

There is a curvel, such that below this line all of the patterns arestable i.e.
absolute minima of the free energy. Between the cuifveand T, there is a different
curveT; which separates between stability and metastability.
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Figure 2.5: Phase diagram for the Hopfield modatfter [3])

Between the curves),; andT, the patterns becommetastablethey are local min-
ima of the free energy. The global minima correspond to the spin-glass states. These
states have vanishingly small overlgp(of orderO(1/v/aN)) with all of the patterns
. So only if the initial configuration is close enough to a pattern the system will re-
member it.

Above T); and belowT, the spin-glass states become the only one present. So
none of the patterns can be remembered. Inghia-glass phasthere is presence of
ageing. The decay of the energy becomes slower for longer waiting times. According
to numerical research the spin-glass properties seem to be closely related to properties
of the SK-model, which we obtain by taking the limit — oco. Analytic research of
the corresponding dynamics is highly complicated; it cannot be described only by the
overlap valueg,, ; and the neuron states at timest [3, 58, 68].

For a more extensive discussion of the Hopfield model, including some history and
its relation with the theory of neural networks, see [10, pag. 133 and further] or [12].

2.3.4 Some generalizations

To put in more realism we take into account that not every neuron need to be connected
with every other. For this goal we define the matkix, which represents the structure
of the network. If neurori is connected withy thenA;; = 1 otherwiseA;; = 0. When
the network is undirected we have a symmetric matijx Now we use the Hopfield
dynamics of (2.23) but we replack; by the value;;J;;.

Numerical research seems to suggest that the task of recognition of a finite number
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of patterns is better performed (i.e. higher overlap after long time) when we decrease
the clustering coefficient of a network [48]. By the clustering coefficient we do mean
the following. Take a vertex of a graph. Suppose hasN neighboring edges. Then

at mostN (N — 1)/2 edges can exist between these neighboring vertices. Denote by
C, the actual number of these edges divided by the maximal amount possible. The
clustering coefficien€ is the mean of’, over all vertices.

Another generalization is to allow the neurons to have more values. The neuron-
states increase @, € {1,...,q} instead ofr; = £1. In spin-glass language we say
that we havey-state Potts spins instead of Ising spins. For the patterns we can still take
the restriction ta¢!’ = 1. When the system has only one pattern in its memory then
we easily see that the form of the ground states is of the following type. Everyfsite
which¢&; = +1 haso; = j and every site for whiclf; = —1 haso; = k, with j #£ k.

Of course it is more realistic to consider Potts-patterns, when the neuron states are
equivalent to Potts-spins. Then the ground states{él‘e with ]Pl; probability one
whenever the numbaer of patterns is not too larger : 0 < « < 1 arbitrarily, p <
(a/Ing)In N [37]. Note thatp is allowed to be infinite whe®V' — oc.

2.4 Scenarios for the spin glass

In the last decades researchers have tried to get an analytic-rigorous grip on the phenom-
ena of short-range spin-glasses. During this process various competing theories were
formed which were not at all conclusive. Most theories we can group into three scenar-
ios; the droplet-picture of Fisher and Huse [33], the chaotic-pairs picture of Newman
and Stein [66] and the replica symmetic breaking picture which resulted from mean-
field theory for the infinite range SK spin-glass developed by Parisi [56].

2.4.1 Droplet-picture short-range spin-glasses

At the end of the eighties Fisher and Huse introduced a so called droplet picture [33] to
describe the equilibrium phenomena for short-range spin glasses. For a clear example
of this picture we take a model which has the energy function (2.17) of the Edward-
Anderson model. The couplings (the spin-interactions) we choose symmetrically and
continuously distributed. We set the fidido zero.

For finite dimensional Ising spin glasses there are two possibilities for the equilib-
rium behavior for small’. There is a critical dimensiog such that:

d < d;: System is paramagnetic at dll> 0 soT, = oc.
d > d;: There exists exactly one pair of (flip-related) ground statesOForT" < T, <
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oo the behavior of the system is described by a small non-zero density of excitations
with a volume which is non-zero relatively to the (infinite-sized) system.

Now we take a particular ground stafeand look at its excitations. Becauge> 0
there are excited regions where the spins have opposite values comp@restim the
Ising model we can define contours by the boundaries of these regions. The contours
do exist on various scales. For a large enough system the probability of having at least
one large contour is of order 1, although the probability of having a particular large
contour is small. For low enoudhwe assume that the contours with the lowest energies
dominate the physics. These contours we call droplets. More precisely

Definition 2.2. AdropletDy (5) of length scald. is a contoud” enclosing sitg and has
the minimum of energy of all possible contolirenclosing; and containing between
L% and(2L)? spins.

The energyF;, (j) of a dropletDy,(j) equals

Fr(j)= min  Eg(l) (2.30)
Ldg\F|<l(27L)d

where Eg(T') is the energy of configuratiofil'} relatively to the ground state energy

In case of an Ising ferromagnet (i.e. (2.17) witly = 1 andh = 0) F(j) =
O(L*1). For the current Ising spin glass with the random symmetric couplings it is
expected that the droplet energy is much lower. This because there is a big amount
of frustration and also there are many configurations which are almost like the ground
states. However for a generic contour the energy scales stillfiké. Given this we
make the scaling ansatz:

Fr(j))=0(%), 06 <d—1 (2.31)
In [33] it is argued that
0 < % (2.32)
However the arguments in favor of (2.32) use some assumptions which need not hold in
general [24].

For & > 0 we expect the following picture. Because of the almost degenerate
ground state the Gibbs weight of the evéfit ~ 0 is bigger than zero even for zero
energy. As we see from the Hamiltonian only the droplets at length gcaiéh energy
Fr, < O(T) do contribute significantly to the Gibbs measure. Wiier O(L?), only
a small fraction of these droplets does appear. Because of the positive welghheér
zero some of the droplets will be excited at any positive temperature. These properties
make tha¥) > 0 impliesd > d;.
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Whenf < 0, the energy cost is so low that the entropy will dominate and the
droplet-picture breaks down. Because every spin can be flipped with arbitrarily small
energy cost (by taking the system size large enough) the system is to be expected to
behave like a paramagnet. Therefére 0 impliesd < d;.

2.4.2 Parisi’s Replica Symmetry breaking picture

Parisi cleverly conjectured in the eighties an expression for the free energy function of
the SK-model and also an expression of the (Parisi) overlap distribution [56]. The idea
of this solution is also known as replica symmetry breaking (RSB). Recently the con-
jectured free energy expression was mathematically rigorously proven to be the correct
expression by Talagrand [74] who used in his proof results of Guerra and co-workers.
However, some of the aspects of Parisi’'s RSB-picture are still open.

This RSB-picture predicts that in the infinite-volume limit states do appear which
are composed out of infinitely many pure states. It is not clear what a pure state means
for the infinite range SK-model. Assuming we still can define overlaps between differ-
ent 'pure states’, the overlap between 'pure statahdca’ is

N
1
Qo = N z; <0 >a< 05 > (2.33)
By < . >, we mean the Gibbs measure over the pure Gibbs gtatErom this quantity
we can read how much statg, looks like state.,. For every pure state,, it holds

Qo =< Oq >2: dEA (234)
whereqg 4 is the same parameter as in (2.18). Furthermore we see

—qEA < Gao’ < 4EA (235)

To explicit construct the pure states is impossible. However, still some things can be
said about the distribution of the overlaps. We choose at random two pure states from
the Gibbs measures appearing in the limit of the SK-model. Then we dendétéa;hyq

the probability that the overlap of these two states lays in betweerdg + dg. This
distribution is also called the Parisi overlap distribution. It looks like

Ps(q) = wi(@)ws(a)5(q = qaar) (2.36)

For high temperature the SK-model becomes a paramagne&?@nd= J(¢ = 0).
However the symmetric overlap functidi(q) is highly non-trivial when the tempera-
tureT is low enough and consist of manyfunctions of non-zero weight. Furthermore
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it is coupling dependent, i.e. a non self-averaging object. When we average over the
couplings the resulting distribution shows to be continuous non zero betweef two
spikes attqr 4. Furthermore there is chaotic size dependence. When we look at two
different infinite volumes which has a large difference in volume sizes then in general
P(q) also looks very different.

Another interesting concept which holds according to Parisi’s theory is ultrametric-
ity. Recall that for two equal pure states the overlap eqgals With this we create a
distance function between two pure states

dao/ = d4dEA — Gao’ (237)

Then we take at random three states 1, 2, 3. With these states we can make three pairs.
Ultrametricity then claims that either

d12 = di3 = da3 Ordia2 = dy13 < da3 Or

(2.38)
d12 = daz < d21 Orda1 = dag < di2

So the three overlaps of the state pairs are intimately related. A mathematical rigorous
proof of this ultrametric structure is still an open problem.

2.4.3 Chaotic Pairs

The remaining possibility is [65, 66] that for lardethe Gibbs measure looks like (with
dependence o)

1 1
ML R o)+ SHag, (2.39)

When we putL — oo and take the union of all possible states emerging then we obtain
a set of uncountably many states. The Gibbs measure is approximately a combination
of two pure Gibbs states; and—a;, out of the infinitely many. These two states are
each other’s global spin-flip. The state-labelsare chaotically dependent dn

We encounter in Chapter 3 an example of an infinite-range system which has in-
finitely many ground states. For fixed sizeonly two pairs of ground states do appear
(or triples of pairs in case of 3-Potts spins) in the way of the Chaotic Pairs scenario.

2.5 Metastates

In spin glasses to get a grip on the quenched disorder we consider the following. Look
at a sequence of finite volume Gibbs measurgs The disorder of the spin glasses is
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prescribed by the parameter It is treated as quenched disorder so we consider it as
fixed. Then we take the empirical average of these measures

Kl = ~ Z O (2.40)

We try to take the limitV. — oo. The result prowdes the so called (empirical) metastate.
This metastate is a probability measure on the Gibbs measure and is dependent on the
quenched disordey [66]. The metastate gives the relative weight of the event that
a quenched disordered system of a very large volume behaves like a particular Gibbs
measure.

In general however (2.40) does not converge for almost every configuratioless
we take a sparse enough subsequence. It does converge however in distribution. The
resulting distribution over the infinite Gibbs measures does not dependiopmore.
The limiting process of the whole path— “X[tm is described by the so called super-

state. The valu@N| is equal to the largest integer smaller eqtsl[54]. In [51] and
[53] there are two examples for which this behavior has been examined thoroughly.

For thed = 2 random boundary field Ising model, which we consider in Chapter
4, the metastate does concentrate on two extremal Gibbs measurasd 1 —. We
conjecture that fodd = 2, 3 every mixture ofu™ andu~ can appear as a limit point along
the regular sequence of cubes. These mixtures are null-recurrent. So in the metastate
they do not appear and for this particular model the metastate is a.s. convergent.

Ford > 3 for the random weak boundary field Ising model, the limit points along
the regular sequences are oply andy.~ almost surely. Each extremal Gibbs measure
appears with probability /2 [28].

As example of an a.s. non-converging metastate we take the Curie-Weiss random
field Ising model. It has as Hamiltonian

ZO’ZU] 56277101 (2.41)
Z<j
The random variables; are i.i.d. and hav®(n, = £1) = 1/2. Forﬁ large enough
ande small the model behaves like a ferromagnet with enphaseuZ.” and one—-
phaseuss”. When one takes the sequence= 1,2, --- the corresponding metastate
converges in distribution to

hm K} = hm N Zé - noo5u+,n + (1 —ns)d

N—oo

_ (2.42)

The variablen, is a random varlable independentqpf It is distributed af(n., <
z) = 2 arcsin(,/z) [51, 53].
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Chapter 3

Gaussian Potts-Hopfield model

In this chapter we study a Gaussian Potts-Hopfield model. Whereas for Ising spins and
two disorder variables per site the chaotic pair scenario is realized, we find that for
state Potts sping(¢ — 1)-tuples occur. Beyond the breaking of a continuous stochastic
symmetry, we study the fluctuations and obtain the Newman-Stein metastate description
for our model.

3.1 Introduction

The Gaussian Potts-Hopfield model is equal to the Potts-Hopfield model but with Gaus-
sian noise as patterns. What happens for two patterns with Ising or Potts-like neurons
is, surprisingly, that there are infinitely many ground-states. We study the mean-field
Potts model with Hopfield-Mattis disorder, and more in particular with Gaussianly dis-
tributed disorder. This model is a generalization of the Ising version of the model stud-
ied in [11]. It provides yet another example of a disordered model with infinitely many
low-temperature pure states, such as is sometimes believed to be typical for spin-glasses
[33]. In our model, however, in contrast to [11], instead of chaotic pairs we find that the
chaotic size dependence is realized by chagtic— 1)-tuples.

A somewhat different generalization of the Hopfield model to Potts spins was intro-
duced by Kanter in [47] and was mathematically rigorously analysed in [37]. However,
whereas the version we treat here (in which the form of the disorder is the Mattis-
Hopfield one) displays the phenomenon of stochastic symmetry breaking, in which a
finite-spin, “finite pattern” model can end up with chaotic size dependence, and a real-
ization of chaoticn-tuples out of infinitely many “pure states”, we do not see how to
obtain such results in a version of Kanter’s form of the disorder distribution.

We are concerned in particular with the infinite-volume limit behaviour of the Gibbs
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and ground state measures. The possible limit points are labelled as the minima of
an appropriate mean-field (free) energy functional. These minima can be obtained as
solutions of a suitable mean-field equation. These minima lie on the minimal-free-
energy surface, which isra(q — 1)-sphere in thee!, - - - , e7)®™ space. This space for
g-state Potts spins and patterns is formed by the:-fold product of the hyperplane
spanned by the end points of the unit vecteyswhich are the possible values of the
spins. But only a limited area of the minimal-free-energy surface is accessible. Only
those values for which certain mean-field equations hold, are allowed. These equations
have the structure of fixed point equations. We derive them in Chapter 3.4. To obtain
the Gibbs states we need to find the solutions of these equations on the minimal free
energy surface.

The structure of the ground or Gibbs states for Ising spins, where 2, and 2
standard-Gaussian pattenﬁsﬁ is known since a few years [11]. Due to the Gaussian
distribution we have a nice symmetric structure: the extremal ground (and Gibbs) states
form a circle. The first time this degeneracy of the ground states due to the rotational
symmetry of the Gaussian’s is mentioned is in [2].

For a fixed configuration and a large finite volume the possible order-para-meter
values become close to two diametrical points (which ones depend on the volume of the
system) on this circle. This chapter treats the generalization of this structgstate
Potts spins withy > 2. To have a concrete example, we concentrate on theqcasg.

It turns out that we again obtain a circle symmetry but also a discrete symmetry, which
generalizes the one for Ising spins. One gets instead of a single pair a triple of pairs
(living on 3 separate circles), where for each pair one has a similar structure as for the
single pair forg = 2. Forqg > 3 we get@ pairs and a similar higher-dimensional
structure.

Our model contains quenched disorder. It turns out that there is some kind of self-
averaging. The thermodynamic behaviour of the Hamiltonian is the same for almost
every realization. This is the case for the free energy and the associated fixed point
equations, as is familiar from many quenched disordered models. However, this is not
precisely true for the order parameters. We will see that they show a form of chaotic
size dependence, i.e. the behaviour strongly depends both on the chosen configura-
tion and on the way one takes the infinite-volume lifvit— oo (that is, along which
subsequence).

3.2 Notations and definitions

We start with some definitions. Consider the 4gt = {1,--- ,N} € NT. Let the
single-spin space be a finite set and th&/-spin configuration space be®". We
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Figure 3.1: Wu representation spin values fgre= 3

denote a spin configuration by and its value at sité by ;. We will consider Potts
spins, in the Wu representation [76]. Each of the possjblalues provides a spin-
vectore;. Thei-th coordinates are given &y ; = &; ;. Then the sex®" is the N-fold
tensor product of the single-spin space- {€!, - - - , e1}. Thee”: are the projections of
the spin-vectorg,, on the hypertetrahedron in“R' spanned by the end points &f,.
So every spinvalue; is represented by the projection vectdr.

For ¢ = 3 we get for example foe!, € ande’ the vectors of Figure 3.1. We have set
the projection of the origir0, 0, 0) to (0, 0) and rescaled the projection ef to (1,0).
The Hamiltonian of our model is defined as follows:

by =2y S eetso,,0) (3.1)
k 114,j=1
with
S(ois)) = [+ (g = D& 3.2)

where¢! is thei-th component of the randof-component vectof”. For the¢'s we
choose i.i.d.N (0, 1) distributions. The vectorg® = (¢¥,--- | ¢k)), by analogy with the
standard Hopfield model, are called patterns. If we combine the above, we can rewrite

the HamiltonianH iy as:
2
1 1 Ekeal 4 1 sz\il gf
q—1 N
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k=1

(3.3)




So asymptotically

K m
—BHN =N din
k=1

N (3.4)

with K = 243 <q_1> and order parametegsy = 1 Z d“e‘”
q N =1

The last term in (3.3) inside the brackets is an irrelevant constant; in fact it approaches
zero, due to the strong law of large numbers. Note that for the infinite pattern-limit
m — oo the Hamiltonian is still of the same form asymptotically. (s are i.i.d.
N(0,1) distributed so EF = 0.) Note that any i.i.d. distribution with zero mean,
finite variance and symmetrically distributed around zero will give an analogous form
of Hy, but we plan to consider only Gaussian distributions, for which we will find that
a continuous symmetry can be stochastically broken, just as in [11]. From now on we
drop the subscrip to simplify the notation, when no confusion can arise.

3.3 Ground states

Now it is time to reveal the characteristics of the ground states for the Potts model. First
we discuss the simple behaviour for 1 pattern. Then the more interesting;par
and 2 patterns.

3.3.1 Ground states for 1 pattern

For one patterlfthe Hamiltonian is of the following form:

K 3
—ﬁHN ZN?(T% = Nijz_lfifj(S(Ji,Uj) (35)

We easily see that the ground states are obtained by directing the sping witho

in one direction and the spins wiy < 0 in a different direction. If we have as the

distribution for the¢;’s P(&; = +1) = 1 , then the order parameter is of the form:

Q= %(e”i — %), with1 <, 7 < gand: # j, see also [27]. So faf = 3 we have

only 6 ground states. They form a regular hexagon:

(i3/4,:;\/§/4), + (3/4,\/5/4>, (O,i\/§/2) (3.6)

This regular hexagon with its interior is the convex set of possible order parameter

values. It is easy to see that for N (0, 1)-distributed we get the same ground states

except for a scaling factoy/2 /7 multiplying the values of the order parameter values.
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3.3.2 Ground states for 2 patterns

The Hamiltonian for 2 patterns (Gaussian i.i.d.) is:

N
g K 5 4
—BHN = D (&€ +66))0(01,0)) = N (df + ) 3.7)
i,j=1
Similarly as in [11], we make use of the fact that the distribution of 2 independent
identically distributed Gaussians has a continuous rotation symmetry. This symmetry

shows also up in the order parameters.

Ising spins

First we consider Ising-spins (i.e. we take= 2). In [11] it is proven that the ground
states are as follows. The order parameters beebfmecos 6, r* sin 0), with 6 € [0, 7)
andr* = /2/7. Note that there are uncountably many ground-states.

This can be made plausible by the following observations. Note that the random
fields {sign (¢!')} are equally distributed as standard Hopfield-patterns:
P(sign (&!') = +£1) = 1/2. So if we choose such that for eaclt o; = sign(¢}), then
we obtain the state with corresponding order paraméiers) for the limit N — oo,
which is the ground state configuration correspondingj00. The spin-configuration
o; = sign(¢2) for all i corresponds té = /2. By the global spin-flip symmetry of the
Hamiltonian we obtain the ground-states correspondirfgtor andf = 37 /2.

But what about thé values in between? The set of Gaussian patterns has a contin-
uous rotation symmetry. We obtain two new patterns for which we multiply the patterns
with a rotation matrix, i.e. rotating the patterns over an addleith 0 < 6 < 7 /2):

1 : 1
n;(0) \ _ [ cos@ sinf &
( n?(0) ) N < sinf —cosf £2 (3-8)
The corresponding order-parameters we defing(@s To obtain the original patterns
from 771 (6) andi?(#) simply perform the rotation again:

¢l cosf  sinf nt(0)

< &2 ) - ( sinf —cosf > < n?(0) > (3.9)
By the rotation (3.8) of the standard Gaussian patté?nandf2 we obtain two new
patternsj* andi> which again are Gaussian distributed. Note that @) = En?(0) =
E¢! = E£2 = 0. Furthermore the variance gf () andn?(0) is the same as fa! and
¢2,i.e. 1. Therefore the distribution of the rotated pattefh®) andi%(6) is the same
as for the old ones, namely standa¥dmultivariate Gaussian. It is easily checked that
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eachn! () andn?(9) are uncorrelated and because they are both Gaussian they are also
independent.
For anyd it holds

E€ + €€ =n (0 (0) + 7 (0)n; (9) (3.10)
By this it follows that the energy of the configurations
o(6) = {sign(n:(9))} (3.11)

are the same in the limiY — oo and therefore ground states. This we see by calculating
the two corresponding energies:

—BHy (o Z 616+ = ZN):?&? sign (&/¢)) = % +O(B/N),
~3H (o fv Z el + £262) simn (n} (00} (0)) =
B . 23
N > (i ) + 717 (8)n7(6)) sign (n; (0)n; (6)) = — +0(8/N)
- (3.12)
Soin the limit indeed it holds
lim Hy(co(0)) = Hy(c(0)) forall (3.13)

N—oo

This means that we have an uncountable number of ground-state configurations in the
limit N — cc.

Structure of the order parameters

Now we look what this symmetry does mean for the order parameters. We consider
the Gibbs measure with the original patteﬁ#s Take a configuration(6). The cor-
responding order-parameters we denotejt®). Rewriting the patterné“ into 77(6)
according to (3.9) gives

( a1 (0) ) _ ( %Ef\; (cos (0)n}(0) + sin 29;77

1)\ _
q2(6) 20 (sin (0)n}(0) — cos (0)n2(0)) sign(n} (0))



becausesign(n;) is independent ofy?. The O(,/1/N) term is in general different
for differentd. However the equality() = —q(0 + m) is exact becausg"(0) =
—n*(m + 6). Because of this the energy of the configurations- sign(n*(#)) and
o = —sign(n*(0)) = sign(n*(w + 0)) are also the same. In [11] it is proven that for
finite N only for one pair §o(/V) andfy(N) + m) the energy is in its global minimum.
The value of)y (V) depends on the system size.

When we add to the Hamiltonian the terate/INV) Zf\il nt(61)o;, with e > 0 and
0, fixed, the degeneracy of the ground-states is broken even Whenoco. Now only
the configuration{sign (n} (1))} is a ground-state, i.€ = \/2/m(cos 6;
,sin ). For g finite and large enough the same holds in the lifit— oo but with
r*(3) instead of,/2/m. This also corresponds to the results proven in [11].

Potts-spins

For obtaining the ground-states in case of Potts-neurons we perform the same strategy as
for the Ising-neurons. We consider the distributigsign (1} (¢))}. The corresponding
ground-states configuratiorgd) we obtain as follows. Ikign (n}(0)) = 1 we set
o; = k. Whensign (n}(0)) = —1 we seto; = k', with k # k" andk, k' € {1,--- ,q}.
This gives usg(¢ — 1) possible values for the order-parametgf8) for eachd, the
so-called discrete symmetry. If we look carefully at the valueg 6f we see that when
we take the union of(6) over allé the resulting curves consist ofg — 1)/2 circles in
the order-parameter space. This provides the continuous symmetry of the ground-states
which originates from the continuous rotational symmetry between the two Gaussian
patternst! and¢?.

We take one of the(q — 1) values by considering the ground-state configurations

sign (0} () =1 — o; =€, sign(n}(0)) = -1 — o, =€ (3.15)

In the same way as (3.14) we obtain §f6) by using independence

70 = SO o) (o) (

5 )] rowim
:cos(@)ﬁ( _fi 3 > +0(y/1/N) (3.16)

and

G (0) = sin(0)y ] > ( _f‘\/g ) + O(v/1/N) (3.17)



By considering the other possibilities we obtain all the six discrete points. These have
the ¢1-coordinates of (3.6) multiplied by the factQY2/=. By rotating we obtain the
circles. Becausg(f) = —(# + m) we obtain the same structure as for the Ising-spins.
The same is true for the order-parameters resulting from the Gibbs-states.

Without much effort this is also seen to be true for infinitely many patterns (as long
as their number grows logarithmic compared to the system size). However the precise
structure of the Gibbs-states is not proven yet but still being investigated.

This is an example of chaotic size dependence, based on the breaking of a stochas-
tic symmetry, of the same nature as in [11]. Because of weak compactness, different
subsequences exist whage — 1)-tuples of ground states convergejl@ — 1)-tuples,
associated to particul#-values. These subsequences depend on the random pattern
realization. See Section 3.5.

For any finitem > 3 patterns one has the same discrete structure as before, but in-
stead of a continuous circle symmetry we have a continusisphere symmetry (iso-
morpic toO(m)). The case of an infinite (that is, increasing with the systemis
still open. However the limit meta-state structure of the Gibbs-states when considering
infinite sequences iV is more complicated.

3.4 Positive temperatures

In this section we obtain an expression for the free energy which is maximized over
the order parameteig,. By large deviation arguments we relate this expression and
therefore the free energy to the average of the energy over the induced measure of the
order parameterg;.

3.4.1 Fixed-point mean-field equations

Remember
K N
Zn = Try exp <N2 kg_l q%) (3.18)

Due to the quadratic dependence @nthis is hard to compute. Therefore we like to
linearize the terms in the exponential. For this we use the following identity:

eaa:2/2: /C;]V/ dm e—Nam2/2+\/ﬁama: (319)
T J—o00

-1

Note

Q

i (3.20)
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So if we setr = v/ N¢;; anda = K we obtain

—1
K 5 [K [~

exp (NQ(jz) = H 7 / dmy; exp (—KNmii/2 + KNmkiq;m-) (3.21)
i=1 —

Applying it for everym order-parameterg, and putting the result int@y we obtain

m q—1

K 2

Zy =Tr H (27T> /qu divg exp (—K Nz /2 + K Ny, - G, (3.22)
k=1

This transformation is called the Hubbard-Stratonovich transformation. Notice that the
dependence odj, now is linear. Becaus® — oo the integral behaves like its maximal
value. Maximizing the exponent in (3.22) gives the saddle point equatiomsfor
0
Omy;
—KNm;m; + Kqui =0 — T?Lk = (fk

—KNm;/2+ Km,-Ng.) =0
( M/ myg Qk) — (3.23)

Further rewriting of (3.22) gives that the partition functigw is equal to

m(g—1)

K\ : . . o
ZN = <27r> /Rm<q—1) dml-o-dmmexp<—KN;mk/2+

N{log { Tr, exp [i Ky - f{“e"} }>§%,...w> (3.24)
k=1

Now we maximize this exponent. Using both equations gives the so-called fixed-point
mean-field equation. Maximizing and puttimd, = g (the first equation) give the
mean field equations for the order parameters which have the structure of a system of
fixed point equationg = F'(¢). When we have only two patteré% andf2 these are as
follows:

1

_ <tra{£e" exp [K(é}al+a§zfg)-eﬂ]}>
tro{exp [K(£1q1+£2G2)-€°1} el e
= <tra{ne°{exp [K(ELq1+E33)€7]}

(3.25)
2= trg {exp [K('E%(fl"rf%fﬁ)e“]} >§%7§%

Q

3.4.2 Induced measure on order parameters

Now we try to find an expression which in the infinite neuron limit equals the induced
Gibbs measur&, 3 on the order-parameters. For this end we calculate the free energy
by using the Laplace method. When we look carefully at the integrand in (3.22) we see

~57(8) = Jim_~ log Zy = max (~QUT) + (K (3.26)
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wherec(m) is the generating function of the pattern distributions:

(i) =Y <ln {Eg exp (Cority - e")}>ck (3.27)
k=1
Because
Q= Km?/2, VQ(m) = Km (3.28)

From these solutions we can also read out the fixed point equations. When we differen-
tiate (3.28) tari componentwise we get

VQ((m) = KVe(VQ(n)) = m = Ve(VQ(m)) (3.29)
This we can relate to the rate-functief(z), which is the Legendre transform efim):
c*(m) = sup[m - t — c(t)] (3.30)
t

For fixeds7 the vectort has to be such that, = Ve(2). But because of the fixed point
equationsn = V¢(VQ(1m)). Therefore = VQ(r11). So

(m) =m-VQ(m) — c(VQ(m)) (3.31)
Insert this into (3.26) to obtain
~Bf(8) = max (Q() — ¢* (i) (3:32)

For N — oo the equation = ¢’holds. This gives that

1 1
lim — 1 = lim —1 7 ) — c*(q) .
m og ZN Nlm N og {/ - dgexp N(Q(q (g )} (3.33)

N—oo

Also it holds asymptoticallWQ(q) = —BHN(Q).

Now we define the measuy 3. For this measure the limlimy ., £y 5 ap-
proaches the induced infinite-volume Gibbs measglygs; on the order parameteis
The density is given by (3.33)

e PHN(D exp (—N¢* (7)) _ e PNow

= 3.34
me<q71> e~ PHN(D) exp (—Nc*(q))dq ZN,3 ( )

éN,ﬂ =
with

Bon = —Q(q) + ¢ (q) = —Q(q) + 7- VQ(7) — «(VQ(])) (3.35)

For this measure y 5 we have good large deviation estimates, with the rate function
given byc* (), where the rate equals.
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3.4.3 Radius of the circles labeling the Gibbs states
Ising spins

For all Gibbs states the value of the energy is constant, therefore:

@+ a3 = (r*(8))° (3.36)

To obtain the radius of the circle of Gibbs stai€$3) we make use of the rotation
symmetry between the two patterns. Now we take the gaint2) = (r*(5),0). For
Ising spinsK = 25(2 — 1)/2 = 3. We insert all this into the fixed point equations
(3.25), withe! = +1 ande? = —1. Then we obtain the following equation for the
radiusr*(3):

#(9) = = [ €tanh (3er* (3 exp <—§2>d§ (3:37)

For 3 > f3, this equation has a nontrivial solution fof(3). The equation is the same
as in [11]. The limitd — oo gives the radius of the ground-states:

==/ \6!( >d€ \/z (3.38)

Potts spins

If we takeq = 3, thenK = %6. The set of ground states now can be parametrized

by three (in genera@) circles, and similarly for the low-temperature Gibbs states.
To obtain the radiug of such a circle parametrizing the ground or Gibbs states, we
follow the same recipe as in the case of Ising spins. Here we take the(@igit) with

@1 = (0,7) andg, = (0 0). This we insert into the fixed point equations (3.25) with

el =(1,0), € = (—3, 5v/3) ande® = (—3, —3+/3). From which the equation for the

radiusr(3) follows:
¢ sinh (28¢7(3)/V/3) £2
\/>/2(:osh (2667(8)/V/3) + 1 Xp( >d§ (3:39)

We can easily check that this expression indeed approaches the one for the radius for
the circles through the ground states, by considering the behaviour of the integrand for
K — oo. It behaves like:

00 2
P = ‘2[# €] exp <—€2>d§ = \/g (3.40)
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Remark 3.1. Note that for finite3: # < r*v/3/2 and for3 — oo: # / *v/3/2.

The chaotic size-dependent behaviour of the order parameters is stated in the fol-
lowing theorem which we will prove in the next section:

Theorem 3.2. Let £ 3 be the induced distribution of the overlap parameters and let
m(0) = (cos (€ —€)/2,sinO(& — €/)/2), wherel <i < j < gandf € [0,7)isa
uniformly distributed random variable. Then there exigt — 1)/2 pairs 7% (6) such
that

D 1 =i

g B = > By + 0 min(0)) = Loe gl {7 ()}
(g —1) 7=

Furthermore, the (induced) AW-metastate is the image of the uniform distributdon of

under the measure-valued map- L 5[{m(0)}].

The case ofn an arbitrary finite number of patterns is a straightforward extension.

3.5 Stochastic symmetry breaking forg = 3

In this section we adapt the fluctuation analysis of [11] to include Potts spins. We
essentially follow the same line of argument, and find that the fluctuations, properly
scaled, after dividing out the discrete symmetry, approach again a Gaussian process on
the circle.

For notational simplicity we treat the cage= 3 only. Forg > 3 a similar analysis
applies. We denote the two pattefisand£? by £ andij respectively.

Define the functionpy as (3.35):

Bon(Z) = —Q(2) + 7+ VQ(Z) — ¢(VQ(?)) (3.41)
wherec(t) equals (3.27):

N
1 N | L
c(f):N]n{Eo_exptl.Nq1+t2.Nq2}:Niglln{Eo—i€Xpt1-&-el—f-tgwrﬁeZ}

(3.42)
Then forN — oo the measure
Enp = — Loo, (3.43)
where£, 3 is the induced distribution of the overlap parameters.
Forq = 3 it holds:
. K 2
Q) = 1121 = 38112 (3.44)
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Thus:

2 1 & 1 2 1
(3.45)

Usinge! = (1,0), € = (-1,1v3), & = (-3, -1V3) andK = 43

272 29

N

_ expK (&;211 +miz 2 -K K3

:N:E hl{ p (5 ;’1 U 21)+§exp72 (fizll +77i2’21)COSh B (52’2124’771'222)}
=1

2

1(#11, 221)¢

Zln{ o1(211, 221 )en + 370 ¢2(212,222)§,n} (3.46)
Because for finiteV the set of 6 Gibbs states has a discrete symmetry, as mentioned
before, we choose out of these 6 states one preferred one, namely the one of the form
d=(0,7(8)sin6,0,7(03) cos ), see (3.6) and the remark below (3.16). Note thatthe
depends both ofv and on the realization of the random disorder variable. Then because
of this particular choice;; = z91 = ¢1 = 0. Inserting this and defining;» = z; and
z90 = Zo We get forgy:

1 N

on (51, %) = ;H(zﬁ, )1 - 55 ;m {; + ; cosh \Qfﬁ(gm + Wz)} (3.47)

Now we re-scale by putting:1, z2) = %(21, Z2). Note thaT 7(B) — r* for § — oo,
so after re-scaling to*. We obtain:

On(21,22) =

;H(zl, 2) 13— N Zln{ + cosh B(&z1 + ng)}+; lng (3.48)
So it is enough to prove now thatith the% term we get the desired chaotic pairs
structure between the patterns due to the quenched disorder for this class of ground
states, once we divide out the appropriate discrete Potts permutation symmetry. Thus
the original model displays chaotic 6-tuples.

First we show that the induced measure is exponentially concentrated about these
circles around the origins. We denoteByhe probability given by the Gibbs measure.

Lemma 3.3 (Concentration near the circle).Letsy = N~Y/10 and#(3) = %f(ﬁ).
Then forK and! strictly positive constants it holds:

Jiz1=7o)126x P (—BN N (2))dZ

Jiz1—#(8)<sy &P (=BN¢n (2))dZ
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on a set ofP-measure which converges exponentially fast to on& as oc.
(Equivalent to lemma 2.1 in [11])

Because of the circle concentration ©f s it is convenient to transforngx to polar
coordinates. Defing(r,0) = (r cos 0, rsin#). Then transforming (3.48) leads to:

|(pn — Eén)(r,0)| =

N
‘;Ech In B + cosh {B¢r cosw}] — ﬁlN ;ln B + cosh {Br¢; cos (6 — wz)}}

(3.50)

Here(, ¢) denote the polar decomposition of the two-dimensional vegtoy), i.e.  is
distributed with density: exp —22?/2 on R* and uniformly on the circlg0, 2). See
[11, page 188]. This we see easily because:

&z1 4+ nzo = ((cos ) (rcosf) + (Csine)(rsinf) = (r(cosf costp + sin O sin 1))
= (rcos (6 — 1) and E,cos (0 — 1) = Eycostyp  (3.51)

Proof of lemma 3.3:Denote

exp (=ANon (7)) = exp (=SNE¢N(2)) exp (=N (on — Edn(2)))  (3.52)

The function Epx (Z) has its minimum for & () which follows from the fixed point
equations. Becausedk, (2) is sufficiently smooth it can estimated from above and
below by a quadratic functio@'(||Z|| — #(5))?.

Now we consider the fluctuations ofy (Z) from its mean. The proof is equal to the
proof of lemma 2.1 of [11], which we do not reproduce here. Important in this proof is
the random matrixd = (f, ﬁ)T(E, 77)/N. The eigenvalues of this matrix are very close
to one. Therefore it follows (see [11]):

P[|A]l — 1 > 2] < Ce™N=/C (3.53)
Now define
F) = ;m (; + cosh (8 .)> (3.54)

Note|f/(-)| < |tanh(.)| and|f'(-)] < 1. Then with this functiorf we have by [11] an
upper bound of the fornjz — Z'||||A||'/2. The lemma is proven by a coarse graining
procedure. O

Only a small part of the circles does contribute to almost all the mass of the distri-
bution. The lemma below makes this precise:
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Lemma 3.4 (Concentration around minima). Assume the hypotheses of lemma 3.3.
Letay = N~1/25, Then there exist strictl)/ positive constaifs, Ko, C1, Cy such that
on a set ofP-measure at least — K;e~V""*" the following bound holds,

N < _N1/5
fAN e_ﬂNQSN(E)dE =~ Cle (355)

where
Ay ={(r,0) € Rg x [0,2m)||r — 7| < dn, gn(0) — mgingN(H) <an}

, . i . (3.56)
v =A{(r.0) € Ry x [0,27)||r — 7| < dn, gn(0) — mingn(0) > an}

(Equivalent to lemma 2.2 in [11])

For above lemma we look at the following decomposition of the fluctuations,Qt):
(6n — Egn)(2) = BVN(gn () + hx (2) (3.57)
where

hn(Z) = gn(Z) — gn(Z) (3.58)

The variablez’(Z) is the projection of’ onto the circleS* (7). In above lemma

N
gn(0)= \/% Z {ln {;—i-cosh {B7¢; cos (0—1/%)}} —EyE¢In {;—Fcosh BCr cossz
i=1

(3.59)
which is the polar coordinate form of the functigr (%), but for the projected’(2)
instead ofz, where

N
1 1 1
7)) = —— In<q = + cosh 37 - (&, —EIn< = 4+ cosh 3z (&,
v = 7 3 {5 eosh 87 (€ |~ B 5 oo 57 6o}
(3.60)
If we look at (3.57) then we see thaty(Z) represents the error in the fluctuations

when we replace’ by its projection on the circle. The functiany (') represents the
fluctuations for the projectedon the circle.

Proof of Lemma 3.4:Again its proof is equal to the proof in [11]. Firstitis proven there
that the projectional errdi (%) is vanishing exponentially itv. A important tool for
this is the mean value theorem. This becal8é)| < 1 of function f(.) in (3.54).
Then after some calculations a lemma similar to above lemma is proven. O
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Proof of theorem 3.21n the preceding paragraphs we have seen that the mea@ures
concentrate on a circle at the places where the random fungtiof) takes its mini-

mum. Now it only remains to show that these sets degenerate to a single point, a.s. in
the limit N — oo. In [1]] this is already done for a class of functions which include the
aperiodic even function

9(:) =In {coshﬂ 4 ;} (3.61)

This means that the process = gn(0) — Egn(0) converges to a strictly stationary
Gaussian process, having a.s. continuously differentiable sample paths. And on any
interval[s, s + t], ¢t < m the functionny has only one global minimum. Furthermore,

if we define the sets:

Ly={0€[0,7): nn(0) — f%i,nnNW') <en} (3.62)

with ey some sequence converging to zelig; D, 9*. Then some remaining consider-
ations are needed from [11] to conclude the proof. O

Remark 3.5. We can easily generalize the above two lemmas to the infinite pattern case
where the number of patterns = log N. The corrections to the stated probabilities are
only of orderexp (P(log V)), whereP is a polynomial of finite degree. However these
trivial considerations do break down when we chogse- N, wherea > 0 even if it

is small. In these considerations we make use of the fact that@¥fnction f from

R™ — R it holds that the Hessian gfat its minima is positive definite. Therefore there
exists positive constantsC' such that for every vectar with || 2| > 0

c|h]|* < f(min+h) — f(min) < C|A? (3.63)

Whenm — oo there is sphere-concentration of the order-parameters itself, so the
minima of¢x might not be unique (except for spin-symmetry) anymore.
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Chapter 4

The 2d Ising model with random
boundary conditions

In this chapter we study the infinite-volume limit behavior of the 2d Ising model un-
der possibly strong random boundary conditions. The model exhibits chaotic size-
dependence at low temperatures and we prove that the '+’ and ‘-’ phases are the only
almost sure limit Gibbs measures, assuming that the limit is taken along a sparse enough
sequence of squares. In particular, we provide an argument to show that in a sufficiently
large volume a typical spin configuration under a typical boundary condition contains no
interfaces. In order to exclude mixtures as possible limit points, a detailed multi-scale
contour analysis is performed. Finally we show that the 2d Ising model with a high
random boundary field coincide with 2d Ising model with random boundary conditions.

4.1 Introduction

A fundamental problem in equilibrium statistical mechanics is to determine the set of
physically accessible thermodynamic states for models defined via a family of local
interactions. Usually [26, 38] one interprets the extremal elements of the set of transla-
tionally invariant Gibbs measures as the pure thermodynamic phases of the model. In
particular this means that one gathers all periodic or quasiperiodic extremal Gibbs mea-
sures into symmetry-equivalent classes and identifies the latter with the pure phases.
Examples are the ferromagnetic, the antiferromagnetic, crystalline or quasicrystalline
phases exhibited by various models. In this approach one does not consider either inter-
face states or mixtures as pure phases. The mixtures allow for a unique decomposition
into the extremal measures and are traditionally interpreted in terms of a lack of the
knowledge about the thermodynamic state of the system. They can also be classified as
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less stable than the extremal measures [40, 59]. It is thought that interface states which
are extremal Gibbs measures are more stable than mixed states, but less so than pure
phases. However, such an “intrinsic” characterization has not been developed. Note,
moreover, that in disordered systems such as spin glasses, the stability of pure phases is
a priori not clear and characterizing them remains an open question.

An efficient strategy for models with a simple enough structure of low-temperature
phases is to associate these with suit@loleerent boundary conditiong he latter are
usually chosen aground statesf the model. As an example, the ‘+’ and *-’ Ising phases
can be obtained by fixing the constant ‘+', respectively the constant ‘-’ configurations at
the boundaries and by letting the volume tend to infinity. This idea has been generalized
to a wide class of models with both a finite and a ‘mildly’ infinite number of ground
states, and is usually referred to as Bieogov-Sinai theory8, 15, 77, 70, 71]. The
main assumption is that the different ground states are separated by high enough energy
barriers, which can be described in terms of domain walls, referred to as contours. A
useful criterion to check this so-called Peierls condition is within the formalism-of
potentials due to Holzstynski and Slawny [43].

An alternative strategy is to employ a boundary condition that does not favor any
of the phases. Examples are the free and periodic boundary conditions for the zero-
field Ising model, or the periodic boundary conditions for the Potts model at the critical
temperature. In all these cases, an infinite-volume Gibbs measure is obtained that is a
homogenous mixture of all phases.

Another scenario has been expected to occur for spin glasses. Namely, Newman and
Stein have conjectured [61, 62, 63, 65, 66] that some spin glass models under symmetric
boundary conditions exhibit non-convergence to a single thermodynamic limit measure,
a phenomenon callezhaotic size dependen¢gee also [32, 55, 24]). In this case, both
the set of limit points of the sequence of the finite-volume Gibbs measures and their
empirical frequency along the sequence of increasing volumes are of interest, and the
formalism ofmetastatetas been developed [63, 65, 64] to deal with these phenomena.
These arguments have been made rigorous for a class of mean-field models [12, 51, 53,
11, 29, 67, 52], whereas no such results are available for short-range spin glasses. For
some general background on spin glasses and disordered models we refer to [10, 34, 54,
73].

A natural toy-problem where the usual contour methods can be used in the regime of
chaotic size-dependence is the zero field Ising model with the boundary condition sam-
pled from a random distribution which is symmetric under the spin flip. In dimension 2
or more and at any subcritical temperature (includihg= 0) the finite-volume Gibbs
measures are expected to oscillate randomly between the ‘+’ and the ‘-’ phases, demon-
strating the chaotic size dependence with exactly two limit points coinciding with the
thermodynamic phases of the model [62]. In particular, one does not expect either any
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interface (e.g. Dobrushin) Gibbs states or any non-trivial statistical mixtures to occur
as the limit points. This problem was addressed in [28] where the conjecture was rig-
orously proven as the almost sure picture in the regime of the weak boundary coupling.
In this regime, the boundary bonds are made sufficiently weaker w.r.t. the bulk bonds
so that the interface configurations become damped exponentially with the size of the
system, uniformly foll boundary conditions. Hence, all translationally non-invariant
Gibbs measures are forbidden as possible limit points and one only needs to prove that
the mixtures do not appear with probability 1.

In this chapter we continue this study by removing the weakness assumption on
the boundary bonds. To be specific, we consider the 2d Ising model with the random
boundary condition sampled from the symmetric i.i.d. fiéldl, 1}22 and coupled to
the system via thbulk coupling constant. The conjecture remains true in this case and
the crucial novelty of our approach is a detailed multi-scale analysis of contour models
in the regime where realizations of the boundary condition are allowed that violate the
‘diluteness’ (Peierls) condition, possibly making interfaces likely configurations. To be
precise, these interfaces can have large Gibbs probabilities for certain boundary condi-
tions, but we will show that such boundary conditions are sufficiently unlikely to occur
for large volumes. An important side-result is the almost sure absence of interface con-
figurations. This means that for a typical boundary condition, the probability of the
set of configurations containing an interface tends to zero in the infinite-volume limit.
Note that this excludes interfaces in a stronger way than the familiar result about the ab-
sence of translationally non-invariant Gibbs measures in the 2d Ising model [36, 1, 42].
Indeed, the absence of fluctuating interfaces basically means that not only the expecta-
tions of local functions but also their space averages (e.g. the volume-averaged magne-
tization) have only two limit points, corresponding to the two Ising phases. Hence, we
believe that our techniques allow for a natural generalization to any dimedsion.
However, as already argued in [28], in dimensidns 4, the set{u™, 1~} is expected
(and partially proven) to be thedmost sureset of limit measures, the limit being taken
along the regular sequence of cubes. On the other hand, for2, 3 the same result
can only be obtained if the limit is taken along a sparse enough sequence of cubes. In
the latter case it remains an open problem to analyze the set of limit points along the
regular sequence of cubes. Our conjecture is that the almost sure set of limit points
coincides then with the set of all translationally invariant Gibbs measures, i.e. including
the mixtures.

The structure of this chapter is as follows. We will first introduce our notation in
Section 4.2, and describe our results in Section 4.3. Then in Sections 4.4 and 4.5 we
will introduce a contour representation of the model and set up our cluster expansion
formalism. In Section 4.6 we first exclude the occurrence of interfaces. In the rest of the
chapter we develop a multiscale argument, providing a weak version of the local limit
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theorem to show that no mixed states can occur as limit points in the infinite-volume
limit. In Section 4.12 we discuss the high field case. Two general results, the first one
on a variant of the cluster expansion convergence criteria for polymer models and the
second one on local limit upper bounds, are collected in two final sections.

4.2 Set-up

We consider the two-dimensional square latt&eand use the symbols, 1, ... for
the mapszZ? — {—1,1}. They are callegpin configurationsind the set of all spin
configurations i$2 = {—1, 1}22. Furthermore, the symbel, is used for the restriction
of a spin configuratiomr € () to the setd C Z>2. If A = {x}, we writeo,, instead. The
set of all restrictions of2 to the setd is 2 4.

A function f : Q — R is calledlocal whenever there is a finite s& C Z? such
thatop = of, implies f(o) = f(¢’). The smallest set with this property is called
the dependence seff the functionf and we use the symb@, for it. To every local
function f we assign the supremum notjifi|| = sup,cq | f(o)|.

The spin configuration spade comes equipped with the product topology, which is
followed by the weak topology on the spaté((2) of all probability measures ofi.
The latter is introduced via the collection of seminorms

|l x = Sup L (f)] (4.1)

fll=1
chx

upon all finiteX C Z2. Then, the weak topology is generated by the collection of open
balls B (1) = {v; |[v — nllx < €}, e > 0, X finite, and a sequenge, € M ()
weakly converges tp if and only if || 1,, — || x — 0 for all finite X C Z2. Under the
weak topologyM (£2) is compact.

We consider a collection of the HamiItoniaH:ﬁ : Qp — R for all square volumes
A=A(N),N=1,2,..,

AN) ={z € Z% ||lz| < N} |lz]| = max{|a1], 2]} (4.2)

andboundary conditiong € 2. The Hamiltonians are given by

Hl(op)=-8 Z (0z0y —1) = f3 Z Oy (4.3)
s et

where (x, y) stands for pairs of nearest neighboring sites, i.e. such|jthat y||; :=
lz1 — y1| + |22 — y2| = 1, andA® = Z%\ A. We consider the ferromagnetic case,
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£ > 0. Following a familiar framework, we introduce tfiaite-volume Gibbs measure
pix € M(Q) by )

NZ(O-) = 27/7( exp[_HX(UA)} ]]{oAc:nAc} (44)
and define the sz of (infinite-volume)Gibbs measuresjs, as the weak closure of
the convex hull over the set of all weak limit points of the sequemp§§N))N_,oo,

n € Q. A standard result reads that there exjstsuch that for anys > . the set
of Gibbs measure§s = {ap™ + (1 — a)p™; 0 < a < 1}. Here, the extremal mea-
suresu* are translation-invariant, they satisfy the symmetry relafien* (o) f(o) =

J du~ (o) f(—0), and can be obtained as the weak lintits y_. “X(N) forn = +1.

4.3 Results

We consider the limit behavior of the sequence of finite-volume Gibbs measures
(,U,X N))NeN under boundary conditions sampled from the i.i.d. symmetric random
fiel

1

P{na: = 1} = P{na: = _1} = 5 (4-5)

Our first result concerns the almost sure structure of the set of all limit points of the
sequence of the finite-volume Gibbs measures, the limit being taken along a sparse
enough sequence of squares.

Theorem 4.1. For arbitrary w > 0 there is a3; = 1 (w) such that for any; > 3, the
set of all weak limit points of any sequer(m(kN))N:m,m, kx> N2t is{u®, u=},
P-as.

Remark 4.2. The above theorem does not exclude other measures as the almost sure
limit points, provided that other (non-sparse) sequences of squares are taken instead.
Actually, our conjecture is that, fof large enough, the set of all weak limit points

of (ua(nv))n=1.2,.. coincidesP-a.s. withGz. On the other hand, in dimensiah it

is rather expected to coincide with the set of all translation-invariant Gibbs measures,
and, in any dimension higher than with the set{ ,*, u~}.

Remark 4.3. A modification of the Hamiltoniai.3) is obtained by re-scaling the
boundary coupling by a factox to get

HX’”(O’A) =0 Z (og0y —1) = A Z T2y (4.6)
N e
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In this case, the claim of Theorem 4.1 for the sequence of the finite-volume Gibbs mea-

sures
1

A, A
py" (o) = 2 exp[—H|"(o4)]

A
was proven in [28] under the condition tha¥| is small enough (= the boundary cou-
pling is sufficiently weak w.r.t. the bulk one). It was also shown fhdt, .~} is the
almost sure set of limit points of the sequempﬁ(N))NeN, provided that the space
dimension is at least.

]I{UACZWAC} (4'7)

To reveal the nature of all possible limit points that can appear along the sequence
of squares\(N), N = 1,2, ..., we study the empirical frequency for the finite-volume
Gibbs states from the sequer(qé((N))NeN to occur in a fixed set of measures. More
precisely, for any seB C M (), boundary conditiom € Q, andN = 1,2,..., we
define

N
1
B’ —
Qv =+ > Yeun  eBy (4.8)
k=1

The next theorem shows tihelll-recurrentcharacter of all measures different from both
pt andu~. We use the notatio® and B for the weak closure and the weak interior
of B, respectively.

Theorem 4.4. There is; such that for any; > (3, and any seB C M (2), one has

0 ifut,u~ ¢B
]1Vi%n Qv"=<1 ifyt e B anduF ¢ B (4.9)
1 ifpt,u e B

with P-probability 1.

Both theorems follow in a straightforward way from the following key estimate that
will be proven in the sequel of this chapter.

Proposition 4.5. Givena > 0, there is a8y = [y(«) such that for any3 > 5y, € > 0
and X c Z< finite,

. 1_q —
T NP — i Ay — ) 2 b <00 (@40)

Remark 4.6. The proposition claims that, for ggpical n € 2, the finite-volume Gibbs
measures are expected to be near the extremal Gibbs meastiréEhe above proba-
bility upper-bound of the forrﬁ)(N‘%+°‘) will be proven by means of a variant of the

64



local limit theorem for the sum of weakly dependent random variables. Although we
conjecture the correct asymptotics to be of ordér %, the proof ofanylower bound

goes beyond the presented technique. This is why the detailed structure of the almost
sure set of the limit Gibbs measures is not available, except for the limits taken along
sparse enough sequences of squares.

Proof of Theorem 4.1Givenw > 0, we choose amv < w/(2(2 4+ w)) and define
ﬂl(w) = ﬂo(a). Letp > ﬁl(w) andky > N2tw,

Firstlety & {u™, u~ }. There exists a weakly open s8tC M (2) such thay € B
andu™, u~ ¢ B. Choosing a finite seX' C Z? ande > 0 such thatBS; (%) N B = 0,
Proposition 4.5 gives the bound

P{'U’X(kN) € B} < P{/j]\(kN) & B} (1)U Bk (1)}

> w (4.11)
= O(k(N)*EJFDl) _ O(N71+a(2+w)—§)

Since) 5 P{MX(kN) € B} < oo, the setB containsP-a.s. no limit points of the
sequencw’]\(km due to the Borel-Cantelli argument. Hence, withprobability 1, is
not a limit point.

To prove that bothu™ andu~ are P-a.s. limit points, take any finite set of sites
X ande > 0 such thatB§ (u*) N B (n~) = 0. By the symmetry of the distri-
bution, P{uaky) € B (u*)} = P{uawy) € Bk(r~)} and, employing Propo-

sition 4.5 againlimy P{jpy) € B;(uf)} = % By the Borel-Cantelli and the
compactness arguments, the weak clos!age(ui) contains a limit point,P-a.s. As
pE = Nx B (pF), the statement is proven. O

Proof of Theorem 4.4Choose; = (y(a) for an arbitrarya € (0,1) and assume
B > 2, B € M(Q). Using the notation/y" = P{,U,X(N) € B} and repeating the
reasoning in the proof of Theorem 4.1, one gets

E:“{“X(N)EB} = qf,vn
O(N~2%®) = 0 if u*, 0~ ¢ B (4.12)
_ % _ O(N—léﬂ) — % if u* € BYandu™ ¢ B
1-ON"2t) 51 if y* € B
and
Var :H{MXW)EB} = qﬁ’”(l - qﬁ’”) < i (4.13)

1 i 1 —
Hen.ce,ZN ~z Var :“{NX(N)EB_} < oo.and since the functlons{;LA(N)eB}, N=1,2,...
are independent, the result immediately follows from the strong law of large numbers
[23]. O
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4.4 Geometrical representation of the model

We define thedual lattice (Z?)* = Z? + (1/2,1/2). The (unordered) pairs of nearest
neighboring site€x,y) C Z? are calledoondsand to every bond we assign a unique
dual bond(z*,y*) = (z,y)* C (Z?*)*. Given a set of dual bondd*, we use the
symbol|A*| to denote the number of all dual bondsAn. Further, with a slight abuse
of notation, we also write:* € A* whenever there exists a dual bofie, y*) € A*,
i.e. A* also stands for the corresponding set of dual sites.

Any set A* of dual bonds is calledonnectedvhenever for any dual sites', y* €
A* there exists a sequence of dual bokes z7), (7, 25),..., (xf_,,y*) € A*. The
distanced[A*, B*| of the sets of dual bond4d*, B* is defined as the smallest inteder
such that there exist* € A*, y* € B*, and a sequence of dual bords, z7), (z7, z3),
o {xp_,y*) € (Z2)*. Similarly, a set of sitest C Z? is calledconnectedvhenever
for all z,y € A there exists a sequence of boridsz,), (z1, z2), ..., (xp_1,y) C A.
Correspondingly, the distandéA, B] of the setsA, B C Z? is understood in the sense
of the||.||:-norm.

In the sequel we assume that a volume- A(N) is fixed and we define theound-
ary OA as the set of all dual bonds, y)* such that: € A andy € A°. In generalpA,
A C Ais the set of all dual bonds:, y)*, x € A, y € A°. For any subseP C 0A we
use the symbaP to denote the set of all sitgsc A° such that there is a (unique) bond
(z,y)* € P,z € A. If Pisaconnected set of sites, thens called eboundary interval
Obviously, any boundary interval is a connected set of dual bonds, however, the opposite
is not true. However, any sét C dA has a unique decomposition into a family of (max-
imal) boundary intervals. Furthermore, consider all connected%etisdual bonds sat-
isfying P C P; C 0A which are minimal in the sense of inclusion. The smallest of these
sets is calleCon(P) (in the case of an equal size take the first one in the lexicographic
order) and we use the shorthajf®|con = | Con(P)|. Finally, we define theornersof
A(N) as the dual sitesf, | = (=N —1/2, =N —1/2), 25, = (N +1/2,-N - 1/2),
xts=(N+1/2,N +1/2),andzg 4 = (—N — 1/2,N +1/2).

Pre-contours

Given a configuratiom € Q4 = {—1,+1}%, the dual bondz, y)* to a bond(z,y) C

A is calledbrokenwhenevers, # o,, and the set of all the broken dual bonds is
denoted byA, (o). In order to define a suitable decomposition of the&sgto) into
components, we take advantage of a certain freedom in such a construction to obtain
the components with suitable geometrical properties. In this first step, we define the
pre-contoursas follows. Consider all maximal connected components of the set of dual
bondsA, (o). By the standard ‘rounding-corner’ procedure, see Figure 4.1, we further
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Y

Figure 4.1: Pre-contours constructed via the rounding corner procedure.

split them into connected (not necessarily disjoint) subsgtahich can be identified
with (open or closed) simple curves. Namely,

’Y:{<$87$T>7<$T,1’§>a~-v<$z—1axz>} keN

such that ifz} = 27, i # j, then{i, j} = {0, k} and~y is closed. Otherwise;; # =
for all i # j and~y is open withzj, x; € OA.

Thesey are calledore-contoursand we use the symb@, (o) for the set of all pre-
contours corresponding o, write alsoZ, = {Dj (o), o € 24} and use the symbol
KA for the set of all pre-contours ift. Any pair of pre-contours;, v, € K, is called
compatiblewhenever there is a configuratienc 2, such thaty;,y2 € Da(o). A
set of pairwise compatible pre-contours is calledompatible set Obviously, 7, is
simply the collection of all compatible sets of pre-contours frim Intuitively, the
pre-contours that are closed curves coincide with the familiar Ising contours, whereas
the pre-contours touching the boundary become open curves.

Obviously,Q, — 2, is a two-to-one map with the images of the configuratiens
and—o being identical. In order to further analyze this map, we introduce the concept
of interior and exterior of the pre-contours briefly as follows (the details can be found
in [9, 28)). If o € Q4 is a configuration such th@, (¢) = {7}, then there is a unique
decomposition of the se into a pair of disjoint connected subsefs,= A; U Ag,
such that for any bondz, y), = € A1, y € A, one hagz,y)* € . These are called
the exterior, Ext(+), and theinterior, Int(v), where the assignment is given by the
following procedure. We distinguish three mutually exclusive classes of pre-contours:

i) Bulk pre-contours.
OA = OAy. ThenExt(v) := A; andInt(y) := As, see Figure 4.1.
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Ext(Y)

’ , Int(Y)

Figure 4.2: Small boundary pre-contour.

i) Small boundary pre-contours.
A; contains at least three corners/ofanddAs # (). Then,Ext(y) := A; and
Int(v) := Ao, see Figure 4.2.

iii) Interfaces.
Both A; and A, contain exactly two corners of and a)|A;| > |Azl, or b)
A1l = |Ag] andzc; € Ay Then,Ext(y) := A; andInt(y) := Ag, see
Figure 4.3.

The set)y := 0 Int() is called theboundaryof the pre-contouty.

Contours

Next, we define contours by gluing some boundary pre-contours together via the follow-
ing procedure. Any compatible pair of pre-contotisy, € K is calledboundary-
matchingiff dv; N 02 # (. Any compatible set of pre-contours such that the graph
on this set obtained by connecting the pairs of boundary-matching pre-contours be-
comes connected is calleccantour. In particular, every bulk pre-contour is boundary-
matching with no other compatible pre-contour. Therefore, every bulk pre-contour is
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Ext(Y)

Int(Y)

Figure 4.3: Interface.

trivially a contour. We use the symb®l, (o) for the set of all contours corresponding
too € Q) andKC, for the set of all contours ih. Any pair of contourd™;, T's is com-
patible,I'; ~ I's, whenever all pairs of pre-contouts € I'y, 5 € I's; are compatible,
and we writeZ, for the set of all families of pairwise compatible contourg\inAll the
above geometrical notions naturally carry over to contours and we define the exterior,
Ext(I") := Nyer Ext(y), the interior,Int(I") := A\ Ext(I") (in general, not a con-
nected set anymore), the boundaly := U,crdv, and the lengthl'| := Z'yEF |-
Similarly, if 0 € 2, is a configuration of contours, l&ixt(0) := Nrep Ext(T),
Int(9) := A\ Ext(0), and|9] := Y .5 [T

Eventually we arrive at the following picture. The &t of contours is a union of
three disjoint sets of contours, namely of the sets of all

i) bulk (pre-)contours

ii) small boundary contourk defined by 19T # (), and 2) no pre-contouy € I is
an interface.

a) simplesmall boundary contours: the boundatly contains no corner, i.e.
oI is a boundary interval.
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Figure 4.4: Bulk and small boundary contours.

b) cornersmall boundary contours: there is exactly one conrjey € Or'.
iii) large boundary contourk, i.e. containing at least one interfagec I".

Examples of the bulk, small boundary, and large boundary contours are given in Fig-
ures 4.4 and 4.5.

Furthermore,Dy (o) is a two-to-one mag2,y — Z, satisfying the spin-flip sym-
metry Dy (o) = Da(—0o). Sincec takes a unique spin value in the $&tt(Dy (o)),
there is a natural decompositién, = Q1 U Q2 according to this value, i.e.

Oy = {0 € Qn; 0lpxi(py (o)) = T1} = —QF (4.14)
As a consequenc@), splits into a conjugated (by spin-flip symmetry) pair of one-to-
one map@f — Za. This enables us to represent the finite-volume Gibbs measure (4.4)
in the form of a convex combination of two conjugated constrained Gibbs measures as
follows:

n 2" +1 /J\rm o
Wl (o) = [Hzﬁ} Vi (U)+[1+ZA”’} vy (o) (4.15)
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Figure 4.5: Large boundary contour.

where we have introduced the Gibbs measure constrain@g toy

Z/j\[’"(a) exp[—HX(cr)] l{aeQ,{[} (4.16)

— 0
Z\
Moreover, for any € Qf the Hamiltonian can be written as

Hj(0) = EX"()+28)_|T| (4.17)
I'eo

with 0 = D, (o), and we have introduced
ES0)=-8 Y. oy (4.18)
xej\z,féAc

Finally, fo’” is essentially the partition function of a polymer model [50], see also
Section 4.14,

Z" = exp (—E"0) Y [T 05T (4.19)

0P T'ed
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where the polymers coincide with the contours and the polymer weights are defined by

p=(T) = exp (=28|T) exp (—E"(T) + E="(D)) (4.20)

By the spin-flip symmetry, we can confine ourselves to the ‘+' case and use the short-
hand notationg”(T") := p*"(I') = p—(T), 2} == 2\ = 27", B} == By =
Ey 7", andv] (o) := v (o) = vy~ "(—0). Moreover, the boundadT of a contour
I' has a natural decomposition into components as follows.ocLet(2} be such that
Da (o) = {T'}. Then the %+’ boundary componerdI'* is defined as the set of all dual
bonds(z,y)* such thatr € A, y € A€, o, = +1. With this definition, the contour
weight (4.20) is
pI(T) = exp|-28(T] + Y )] (4.21)
xzedl'—

Using the representation (4.15) of the finite-volume Gibbs measjrthe strategy

of our proof consists of two main parts:

1. To prove that the constrained (random) Gibbs measfirasymptotically coin-
cides with the Ising '+’ phase, for almost ajl

2. To show that a sufficiently sparse subsequence of the sequence of random free
energy differencebg Z] — log Z," has+oo and—oo as the only limit points,
for almost alln.

Then, Proposition 4.5 follows almost immediately. Moreover, we will show that for
a P-typical boundary conditiom and au} -typical configurationr € 4, the corre-
sponding set of pre-contouf®, (o) contains no interfaces.

Theorem 4.7. There is@; such that for anys > (33 one has

JlflTrgo /LX(N){DA(N) (o) contains an interface= 0 (4.22)

for P-a.e.n € Q.

Remark 4.8. Note that the low-temperature result by Gallavotti [36], extended to all
subcritical temperatures in [1, 42], about the absence of translationally non-invariant
Gibbs measures in the 2d Ising model does not exclude fluctuating interfaces under
a suitably arranged (‘Dobrushin-like’) boundary condition. On the other hand, the
above theorem claims thatgpicalboundary condition gives rise to a Gibbs measure in
which interfacesainywhereare suppressed. We mention this side-result to demonstrate
the robustness of the presented multi-scale approach and to argue that it is essentially
dimension-independent, tide= 2 case being chosen only for simplicity.
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It is easy to realize that, for a typical the polymer model (4.19) fails the ‘dilute-
ness’ condition on the sufficient exponential decay of the polymer weights, which means
one cannot directly apply the familiar formalism of cluster expansions. These violations
of the diluteness condition occur locally along the boundary with low probability, and
hence have typically low densities. Nevertheless, their presence on all scales forces a
sequential, multi-scale, treatment. Multi-scale methods have been employed at various
occasions, such as for one-phase models in the presence of Griffiths singularities or for
the random field Ising model [13, 14, 22, 31, 35, 45]. In contrast to the usual case of
cluster expansions one does not obtain analyticity (which may not even be valid). In
our approach, we loosely follow the ideas obRlich and Imbrie [35]. For other recent
work developing their ideas, see [6, 7].

4.5 Cluster expansion of balanced contours

In this section we perform the zeroth step of the multi-scale analysis for the polymer
model (4.19), and set up the cluster expansion for a class of contours the weight of
which is sufficiently damped. As a result, an interacting polymer model is obtained that
will be dealt with in the next section.

Let an integeliy be fixed. It is supposed to be large enough and the precise con-
ditions will be specified throughout the sequel. It plays the role of-imdependent
‘cut-off scale’. Given any boundary condition(fixed throughout this section), we start
by defining the set of contours that allow for the cluster expansion. Obviously, every
bulk contourI” has the weighp”(I") = exp(—24|I'|). For boundary contours, there
is no such exponential bound with a strictly positive rate, uniformly.innstead, we
segregate an-dependent subset of sufficiently damped boundary contours as follows.

Definition 4.9. Givenn € 2, a boundary contour is called balanced (of-balanced)
whenever

S o> -(1- l10)|r| (4.23)

z€d~T
Otherwisel is called unbalanced.
A setB C 0A is called unbalanced if there exists an unbalanced confquI' = B.

While the case of large boundary contours will be discussed separately in the next
section, some basic properties of unbalanced small boundary contours are collected in
the following lemma. We define theeightof any simple boundary contoliras

R(T") = max d[y*, OT] (4.24)
y*el’
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A

Figure 4.6: Height of small boundary contours.

In order to extend this definition to small boundary contdussich tha®T" contains an
(exactly one) corner, we make the following constructior@llfis a connected subset of
the boundary with the endpoints (N +1/2), a| and[b, £(N+1/2)], then we define the
setR(I") C (Z?)* as the (unique) rectangle such that N +1/2), a, [b, =(N +1/2)],
and[£(N +1/2), £(N + 1/2)] are three of its corners. Now the height is the maximal
distance of a point in the contour to this rectangle,

h(I') = max dly”, R(T")] (4.25)

The situation is illustrated in Figure 4.6.

Lemma 4.10. LetT" be an unbalanced small boundary contour. Then,
) Ypeorne < —(1- 2)l01].
i) |0T'| > lph(T"). In particular, if I' is simple thenoI'| > [o.

Proof. For any unbalanced contolir Definition 4.9 together with the bounl| > |0T|
valid for any small boundary contour implies the inequalities

1 1
—07TI< Y me<—(1- %)IFI <-(1- %)lé‘Fl (4.26)
z€0"T
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Hence,[d"T| < ;-|0T'| and we obtain

Z e < —(1- f)|ar| +0tT < —(1-— z)|ar| (4.27)
zedl’ ZO

proving i).
If T" is simple, then we use (4.26) again together with the refined reldfion>
|0T'| 4+ 2h(T") to get

or| > (1 - f)!F! > (1- f)wrw +2h(I)) (4.28)

which implies|oT'| > lph(T") > Iy, assumingy > 2 and using thab(I") > 1 for any
simple small boundary contour.

Since the definition of the height is such that the inequality> |0T'| + 2k (I") remains
true as well for any small boundary contdusuch tha®T" contains a corner, the lemma
is proven. O

The union of the set of all bulk contours and of the set of all balanced boundary
contours is denoted bi]. We also writeZ] for the set of all compatible families
of contours fromK}, and 27, for the set of all compatible families of contours from
Ka \ Kj. Later we will show that, for almost every all large boundary contours (i.e.
those containing at least one interface) are balanced for all but finitely many squares
A(N).

Formally, the partition function (4.19) can be partially computed by summing over
all contours from the se€]. We start by rewriting partition function (4.19) as

Zi=exp(-E"0) > [[r@ > ] @ (4.29)

0e91,T'ed Ve I0edl
a0~o

Here, the first sum runs over all compatible familiesf contours not belonging tk/,
while the second one is over all collections of contours fiiGffy compatible withd.
Let ¢} denote the set of all clusters of contours fréfl. Then, the cluster expansion
reads, see Section 4.14,

27 = exp ( ) S ) exp ( 3 (;58(0)) (4.30)

8617’ reo ceel
Cc~d

where the sum runs over all clusters of contours fiGfrthat are compatible with, and
we have denoted the weight of a clustéby ¢{(C). Note that the cluster expansion
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was applied only formally here and it needs to be justified by providing bounds on the
cluster weights. This is done in Proposition 4.12 below.

Hence, we rewrite the model with the partition functiﬁﬁ as an effective model
upon the contour ensembi&, \ K7/, with a contour interaction mediated by the clusters:

21 =27 exp (—E”(@) +Y ¢g(0)) (4.31)

Cec]

where

2= e (-3 @) [ /0) (4.32)

0e72, c;;;; red

After establishing an exponential upper bound on the number of incompatible contours
in the next lemma, a bound on the cluster weights immediately follows by recalling the
basic result on the convergence of the cluster expansions [50].

Lemma 4.11. There exists a constanf > 0 (independent ofy) such that the number
of all contoursl” € Ky, |I| = n, I # T is upper-bounded bif’| e1”, for anyT" € Ky
andn =1,2,...

Proof. Note thatl" is not necessarily a connected set. However, the reldtior T’
implies (I" U 0T”) N (I" U AT") # (), and using thal' U dT" is connected, we get:

#{I': T =T, I’ =n} < |TUIT| sup #{I': 2" eTUAl, T'| =n}
< 3|7 sup#{A C (Z*)* connectedz* € A, |A| < 3n}
< |T| - 457t < 7| ecm
by choosing:; large enough. O

Assigning to any clustef' € ¢/ thedomainDom(C) = 9C wheredC = Upecdl’
is the boundary of’, and the lengthC'| = > .~ |I'|, we have the following result.

Proposition 4.12. There are constants,, co > 0 (independent afy) such that for any
B > ly34, one has the upper bound

sup 3 Jof] exp [ (37— ex)je] <1 (4.39

l
7
cee]

z*eC
uniformly inA.

Moreover,g/(C') only depends on the restriction gfto the seDom(C).
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Proof. Using Definition 4.9 and equation (4.21), we ha&l') < exp(—%m) for
any balanced contodt. In combination with Lemma 4.11, we get

2
Z [p"(T)| exp( —ﬂ — 2+ 1)|1] Zexp co—c1—1)n| <1  (4.34)
rex]

I*GF

provided thatc, is chosen large enough. The proposition now follows by applying
Proposition 4.50, withB, = %. O

4.6 Absence of large boundary contours

By the construction, all unbalanced contours are boundary contours, either small or
large. In this section we show that unbalanced large boundary contours actually do not
exist under a typical realization of the boundary condition. This observation will allow
us to restrict our multi-scale analysis entirely to the class of small boundary contours.

Lemma 4.13. There is a constant; > 0 such that for anyV € N and any unbalanced
large boundary contoul’ € Ky, the inequality

> ne < —csN (4.35)
zedl’

holds true.

Proof. Using the geometrical inequality| > 2N + |07 T'| and Definition 4.9, we have

an_ 1_*|F|+an

xedll z€OTT
1
< (1= ) @N +[07T)) + 07T (4.36)
0
3
< —2N(1-=
<-2N(1-7)
where in the last inequality we used that T'| < [0T'| < 4N. O

Proposition 4.14. There is a constant; > 0 such that for anyV € N,

P{3T" € () large unbalanceyl < exp(—c4N) (4.37)
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Proof. If B € OA(N) is a connected set containing exactly two corners, then, using
Lemma 4.13,

P{3T € Ky large unbalanced oT = B} < P{) "7, < —c3N}

reB
9 (4.38)
Cg 03
< P{Z Nz < —§|B\} < eXP(—§|B\)
rEB
Hence,
P{3I' € Ky (x) large unbalanced
< Y P{3T € Ky, large unbalanced oI = B}
BCOA (4.39)
2 2
128N N
< 1;81\7 exp(—gl) < c% exp(— 4 ) < exp(—cyN)

for N large enough and an appropriate Choosingec, small enough gives (4.37) for
all N. O

Corollary 4.15. There exist a se®* C 2, P{Q*} = 1 and a functionN* : Q* — N
such that for any b.cy € Q* and any volume\ = A(N), N > N*(n), all large
boundary contours are balanced.

Proof. Since
Y P{3T € Ky) large unbalanced< oo (4.40)
N

the Borel-Cantelli lemma implies
P{VNy € N: 3N > Ny : 3I' € K () large unbalanced= 0 (4.41)
proving the statement. O

We are now ready to prove the almost sure absence of interfaces in the large-volume
limit.

Proof of Theorem 4.7Letn € Q*N(—Q*) andN > N*(n). Then, any large boundary
contourI” is bothn- and(—n)-balanced and, using the Peierls inequality and (4.15), the

78



Gibbs probability of any collection of (possibly large boundary) contdyrs. ., I’
m = 1,2,... has the upper bound

M?\(N) (Fb e 7Fm) < aEI??lxl} Z/X?N) (Fl, . 7Fm)
(4.42)
an < _ap F
o aer?alxu H P exp Z | |

Hence, using Lemma 4.11 and the boyhd> 2N for any large boundary contou,
we get

13 (3 @ large boundary contouik Z > T ILUTRRTN ¥
m= 1 Fl ..... T'm large
Vi:T; NOAAD
© 283 m
<D X > exp(= Y [N)
m=1 " 21,,2m€OAT 1321, ... D DT m 0 i=1 (443)

§exp(—2l—5N)Zm‘ 4N Z e lo‘ ‘

I'sz
|T|>2N

< exp[— (215 — 8¢ (7_61)N)N] —0

provided thaf3 is large enough. SincB{Q*N(—Q*)} = 1, the theorem is proven.]

As a consequence, all interfaces déta.s. and for all but finitely many volumes
uniformly exponentially damped weights. Hence, their Gibbs probabilities become ex-
ponentially small as functions of the size of the system and, therefore, no interfacial
infinite-volume Gibbs measure occurs as a limit point, witkprobability 1. While
such a result is not sensationaldn= 2 (in this case, no translationally non-invariant
Gibbs measure exists by [1, 42]), similar arguments are expected to apply in higher
dimensions.

In the next sections, a perturbation technique is developed that allows us to address
the question whether non-trivial mixturesof andx~ can occur as limit measures.

4.7 Classification of unbalanced contours

We now consider the interacting contour model introduced by the partition function
(4.32), defined on the set of unbalanced contdiys, K. As a consequence of Corol-
lary 4.15, we can restrict our analysis to theQ&bf boundary conditions under which
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the setk, \ K of unbalanced contours contains only small boundary contours, both
simple and corner ones.

Our multi-scale analysis consists of a sequential expansion of groups of unbalanced
contours that are far enough from each other. The groups are supposed to be typi-
cally sufficiently rarely distributed, so that the partition function (4.31) can be expanded
around the product over the partition functions computed within these groups only. Un-
der the condition that the density of the groups decays fast enough with their space
extension, one can arrive at an expansion that essentially shares the locality features
of the usual cluster expansion, at least itypical boundary conditions. To make
this strategy work, we define a suitable decomposition of thé&get KJ into disjoint
groups associated with a hierarchy of length scales. Also, the unbalanced contours close
enough to any of the four corners will be dealt with differently and expanded in the end.

Definition 4.16. Assumingdy to be fixed, we define the two sequen@g$,—12,.. and
(Lyn)n=1,2,... by the following recurrence relations:

Ln = ln = exp(=~) n=12,... (4.44)

Foranyn = 1,2, ..., any pair of contour§, I’ is calledL,,-connected, ifi[T’, '] <
L,,. Furthermore, fixing a positive constant- 0, we introduce théV-dependent length
scale

loo = (log N)'Te (4.45)

Introducing the boundarg A for any set of contourd\ C Cp by 0A = Upeadl’,
we consider the-dependent decomposition of the set of contdUxs\ K defined by
induction as follows.

Definition 4.17. 1) A maximalL;-connected subseh C K \ K{ is called a
1-aggregatewhenever i)|0A|con < I3, ii) there is no cornerzy,; such that

maxy-epa d[y*, x5, < lo. We use the notatiofiC} 1) for the collection of
all 1-aggregates, and writf} = U, K7 .

n) Assume the set(sICj o)i=1,..n—1 have been defined. Then, theaggregates
are defined as maximdl,,-connected subsets C K \ uj<nlc77 satisfying i)
|0A|con < 1y, i) there is no corner:sc such thatmax,-cpa dly*, xcz] <l

The set of alh-aggregates is denoted 05, o), and iy = UaICZ,a
To eachn-aggregatek’,) , we assign the domaln

Dom(K7 ) := {z" € OA; d[z*,0K] ,] < Ln} (4.46)
80




Obviously, the seX’l, := K\ (KJUKJU...) need not be empty, and since all large
boundary contours are balanced, for every confoar K2, there is exactly one corner
x¢,; such thatmax,«ear dly*, 2¢,,;] < l. Hence, there is a natural decomposition of
the setCZ, into at most fourcorner aggregatgsCe, = Ui/CZOJ-, each of them consisting
of contours within the logarithmic neighborhood of one of the corners. In general, any
corner aggregate contains both simple and corner boundary contours. Later we will
show that withP-probability 1, every unbalanced corner boundary contour belongs to a
corner aggregate. In other words, everaggregaten = 1,2, ... contains only simple

boundary contours.

Remark 4.18. By Definition 4.17, any.-aggregate has a distance at ledst from all
m-aggregates > n. In this way, in then-th step of our expansion, after having re-
moved all lower-order aggregates, we will be able to use the ‘essential independence’
of all n-aggregates. Namely, on the assumption thatis big enough, depending on

the aggregate sizk,, both the interaction among the-aggregates and the interaction
betweem-aggregates andr-aggregatesin > n will be controlled by a cluster expan-
sion.

Our first observation is a local property of the above construction, which will be
crucial to keep the dependence of expansion terms to be defined later depending only
on a sufficiently small set of boundary spins.

Lemma 4.19. Let a set of small boundary contoufsbe fixed and assume thatn’ €
Q) are such thatypom,a) = nf)om(A). Then,A is an n-aggregate w.r.t. the boundary
conditiony if and only if it is ann-aggregate w.r.ty'.

The super-exponential growth of the scalgswill imply an exponential decay of
the probability for am-aggregate to occur. An upper bound on this probability is stated
in the following proposition, the proof of which is given in Section 4.11.1.

Proposition 4.20. There is a constants; > 0 (independent ofy) such that for any
n =1,2,...and any connected sé& C JA,

P{3K!, : Con(9K] ,) = B} < e I8 (4.47)
uniformly inA.

Note that, given a connected sBt C 9A, there is at most one aggregatg .,
n =1,2,...suchthaCon(dK, ) = B.

Corollary 4.21. There exist§** C Q*, P{Q**} = 1and N** : w** — N, N**(w) >
N*(w) such that for anyw € Q** and anyA = A(N), N > N**(w) every aggregate
Kna,n=1,2,...satisfies the inequality)X’;} »|con < lso- In particular:
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i) The setCon(IClLa) is a boundary interval and there is at most one cormg{i
such thau[z, ;, K1 o) < loo-

ii) All contoursT € K;! , are simple boundary contours.

Proof. Using Proposition 4.20, the probability for any aggregate to occur can be esti-
mated as

P{3K],,n=12..:|0K] JJeon> I} < >  P{3K],: Con(K],) =B}
BCOA conn.
|B|>(log N)1+€
< ’aA‘ Z efc‘r)l < Ele%(logN)ﬁ _ O(Ni(s)
< =,
I>(log N)+e
(4.48)
for any (arbitrarily large) > 0. Hence,
oo
Y P{EK] 4on=1,2,...: [0K] ,lcon> loc} < 00 (4.49)
N=1
and the statement follows by a Borel-Cantelli argument. O

For convenience, let us summarize the results of the last three sections by reviewing
all types of contours again together with their balancedness properties. hprafly*
andA = A(N), N > N**(w), any configuration of contous € %, possibly contains

i) Bulk contourgtrivially balanced).
i) Large boundary contourthat are balanced.

iii) Corner boundary contourthat are either balanced or elements of corner aggre-
gates.

iv) Simple boundary contouwshich are balanced or elements of eithesiggregates,
n=1,2,...,or of corner aggregates.

4.8 Sequential expansion of unbalanced contours

The next step in our strategy is to proceed by induction in the order of aggregates,
rewriting at each step the interacting polymer model (4.32) as an effective model over
the contour ensemblés, \ (K] U KT), Ka \ (K] U K] UKD), etc. At then-th step,
a compatible set of contours inside all corner and all nommaaggregatesy > n, is
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fixed, and we perform the summation over contours in all nommaggregates. This
is a constrained patrtition function which is approximately a product over the normal
n-aggregates. By the construction, the latter are sufficiently isolated on thelsgale
which will allow for the control of the remaining interaction by means of a cluster ex-
pansion. At the end, we arrive at an effective model over the contour enséiihle
which is the union of (at most four) corner aggregates. In large volumes, the corner
aggregates become essentially independent, the error being exponentially small in the
size of the volume. The reason we distinguish betweemthggregates and the cor-
ner aggregates is that the partition function within the former allows for a much better
control, which will be essential in our analysis of the characteristic function of the ran-
dom free energy differencleg Z; — log Z," in Section 4.10. Note that the lack of
detailed control around the corners is to be expected as there may more easily occur
some low-energy (unbalanced) boundary contours, but at most of logarithmic #ize in
Then-th step of the expansion, > 1, starts from the partition function,

zZi= Y ew(- X (@) [, (4.50)
9ol cee | red
Cwd

which in the case, = 1 coincides with (4.32). Herez  _, is the set of all compatible
families of contours fronk?, _, := K7 \ (KJUK]U...UK]_,), i.e. with all normal
m-aggregatesy, < n — 1, being removed. Furthermore, we use the notatipn, for
the set of allin — 1)-clusters. Here, thé-clusters have been introduced in Section 4.5,
and the clusters of higher order will be defined inductively in the sequel.

In order to analyze partition function (4.50), we follow the ideas dftfich and
Imbrie [35], however, we choose to present them in a slightly different way. Observing
that, by construction, the family of aggregates compose a ‘sparse set’, one is tempted
to approximate the partition function by a product over the aggregates and to control
the error by means of a cluster expansion. However, to make this strategy work, we
need to ‘renormalize’ suitably the contour weights. Namely, only the clusters that in-
tersect at least two distinct aggregates generate an interaction between them, and are
sufficiently damped by using the sparsity of the set of aggregates. On the other hand,
the (sufficiently short) clusters intersecting a single aggregate cannot be expanded, and
they modify the weights of contour configurations within the aggregate. An important
feature of this procedure is that the weight of these contour configurations is kept posi-
tive. In some sense, it is this very renormalization of the weights within each aggregate
that can hardly be done via a single expansion and requires an inductive approach. In
what follows, we present this strategy in detail, via a number of steps.

83



4.8.1 Renormalization of contour weights

For any compatible set of contouvsc K;,, define the renormalized weight

@) =em(~ Y ol (0) [, (4.51)

cee’l TI'eo

n—1
Cwd; |C|<Ln

Note that the above sum only includes the clusters of length smaller ihanBy
construction, any such cluster is incompatible with at mosto@ggregate. Hence,
the renormalized weighi (T") factorizes over the-aggregates and we hapé(0) =
1, 7"(0%) whered* = N K;, . Therefore, formula (4.50) gets the form

= > [Ira@ > ﬁ"(a”)exp<— > 2_1(0))

o€l T'eo oneg,! ceel |
(CrOW(Crd;|CI> L)

Z Hpn(r)exp<_ Z ¢Z—1(C)) (452)

9€D>n TED cee!
Cd
n ul
X g 1(0") exp( g n_1(0)>
8"69” ceell 5|CI>Ln
Crnd; CndN

Defining the renormalized partition functiafy! , of the contour ensemblg}. , as

Zla= Y, ") (4.53)
e o
and using the shorthand
b _1(C,0™) = ¢ _1(C)L{Cmetm; (C1>Ln} (4.54)

we obtain

=121, > IIrMes(- X 6l-.(0)

8E@Zn red CECZIL 1
Cd
(o) (4.55)
X Z HTexp< E gb (C,0M)
anegll «a Z"va ceel
C~d

whered™® = 9" N K, , is the restriction oD" to then-aggregatel;, . In the last
expression, the second sum contains the interaction betweggregates, to make a
correction to the product over the renormalized partition functisis.
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4.8.2 Cluster expansion of the interaction between-aggregates

Now we employ a trick familiar from the theory of high-temperature (Mayer) expan-
sions, and assign to any famifyc ¢ _, of (n — 1)-clusters the weight
1 7 n
wl(C) = ——— > @) [ (e @9 —1) (4.56)

- n,o
Ha ZA 6"6@2 ceC

See Figure 4.7 for an example of a family of 1-clusters that generically gets a nontrivial
weight according to this construction.
Definition 4.22. Any pair of(n — 1)-clustersC;, Cs € €!_, is calledn-incompatible

Cq <71Z> Cs, whenever there exists anaggregatek’;, ., such thatCy ~ K7 o andCy ~
K o
In general, the set§;,C, C €] _, are n-incompatibleif there areC; € Cy, Cy € C,
Cy > Cs.

One easily checks the following properties of the weigh{C).

Lemma 4.23. For any set of n — 1)-clustersC € €,
) sup, [w(€)] < [oee(e (O —1).
II) If C = Cl U CQ such tha’C1 & CQ, thean(C) = wZ(Cl) wZ(Cz)

iii) The weightw;! (C) depends only on the restriction®fo the sefUccc Dom(C))U
(U, Dom(K7 o) where the second union is over allaggregates<C,, ., such that
C = K-

In the second sum in (4.55) we recognize the partition function of a polymer model
with the polymers being defined as theconnected subsets @f! ,, which are in-
compatible if and only if they are-incompatible. Treating this polymer model by the
cluster expansion, and using the symbbl$ for the set of all clusters in this polymer
model andy,, (D) for the weight of a clusteb € D7, , we get

zi=[121. 3 TIe"mesn(= > 61u(©) > wi)

869271 T'eo Ce(’." Cce‘le
Cood C~O
=ewn( wz<D>)sz,a > Irm (4.57)
De®D; a €97, Ted
xep(= 3 6= 3 wiD)
ceell DeD]
Cooa D"°6
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A

Figure 4.7: A pair of 2-compatible families of 1-clustefs,Co C €7 intersecting 2-

aggregatesK’{a, a = 1,2,3,4. The dashed rectangles illustrate 1-aggregates which

have become parts of the 1-clusters. By constructigiiC; U Ca) = wq (C1) wq (Ca)

Defining the set of alh-clusters¢;) = ¢ |, U D} and the weight of any.-cluster

C c ¢l as
n if n
o (C) = e (O) Oty (4.58)
pIC)  if CeD]

we finish the inductive step by obtaining the final expression

20 =2l [[ 20 en( Y wi(D) (4.59)

De®}

with the partition function of a new interacting polymer model

2= e(- Y 610) [ (4.60)

0e92? ceey reo
Cwd
We need to extend the notion of domain from the sefrof- 1)-clusterse; _, to
the set ofn-clusterse;). Realizing that any:-clusterD € @) is a collection(C;) of
L,-connected families ofr — 1)-clustersC; = (C?), we first introduce the domain of
any such familyC; asDom(C;) = Us Dom(C?¥). Next, we define

Dom(D) := | JDom(C;)u | J Dom(K],) (4.61)
i a: K a=D
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Furthermore, the lengtfD| of the cluster is defined as
D= lcil =) ) Ic] (4.62)

Note that this is possibly much smaller than the diameter of the cluster, since the sizes
of then-aggregates in the domain 6f are not counted in the length of the cluster. The
reason for this definition is that the cluster weights are not expected to be exponentially
damped with the cluster diameter. Note, however, thatptbability of a cluster to
occur is exponentially damped with the size of thaggregates in its domain.

In the next proposition, we provide uniform bounds on theluster weights. For
the proof, see Section 4.11.

Proposition 4.24. There isgs > 0 such that for anys > ly35, n € Q**, A = A(N),
N > N**(n), the inequalities

sup Z exp \D| |Y1(D)| <27 n=1,2,... (4.63)
DeD}]
xz*eD

and

supsup Z exp —\C!) lp?(C)] <1 (4.64)

ceel
z*eC

hold true. / )
Moreover, ifC' € & and?'|pom(c) = Nlpom(c), then alsoC' € & and ¢y, (C) =

¢n(C). Similarly, D € @3 and ' |pom(p) = 7Mlpom(p) iMplies bothD € D7 and
Yn (D) = ¢n(D).

4.8.3 Expansion of corner aggregates

For any finite squarés = A(N) andn € €, all aggregates from the set,K;, are
expanded in a finite number of steps. Afterwards, all corner aggregates are treated by a
similar procedure. Throughout this section, we use the notatjdar the highest order
in the collection of all normal aggregates. The expansion goes similarly as in the case
of normal aggregates, so we only sketch it.

The renormalized weight of any compatible family of contofirs K7 is defined

by the formula
POy =exp(= > ol,.(@) [T ) (4.65)

ceel reo
Cwd;|C|<2loo
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which factorizes over the corners?(9) = [, p"(d N K, ,), assumingA(V) to be
large enough. Clusteis,,Cy C €&}, are calledoo-incom;iatible whenever there is a
corner aggregatﬁgoi such thatC ~ Ko ; andCy ~ K ;. Defining the weight
w"(C) as 7

1 ~
w(C) = == ST 510) T (e 9@ —1) (4.66)
Il 2o o€, cecyl,
where
L= Y "0 (4.67)
o€z,
and
O1,(C,0) = ¢ (C)L (it |CI>200} (4.68)

an obvious variant of Lemma 4.23 holds true anit{C) factorizes into a product over
maximal connected components®in.r.t. co-incompatibility. Treating these as poly-
mers in a new polymer model witko-incompatibility used as the incompatibility re-
lation, and using the notatio®?, for the set of all clusters in this polymer model and

1 (D) for the cluster weights, we obtain as the final step of the sequential expansion,

Z = exp( 3 ¢gO(D)) I12%. (4.69)
De®l, {

Proposition 4.25. There exist constanis; > 5, c¢ > 0 such that for anys > [y,
n € **, and volume\(N), N > N**(n), one has the bound

> [L(D)] < emesle (4.70)
DeDL,

Gathering all expansion steps, we arrive at the final expression for the partition
function Z} in the form

log Z{ = = E"(0) + Y ¢3(C)+ > > viD)+ Y ¢L(D)

Cee] n>1 pDe®; DeDL,

+ Z log 2202 + Z Z log é;za
i

n>1 «

(4.71)

The terms collected on the first line contain the ‘vacuum’ energy under the boundary
conditionn, together with the contributions of clusters of all orders. Recall that the latter
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allow for a uniform exponential upper bound. On the second line there are the partition
functions of alln- and all corner aggregates. Although we can provide only rough
upper bounds for these terms, a crucial property to be used is that the probability of an
aggregate to occur is exponentially small in the size of its boundary, see Section 4.7.
In this sense, the above expansion is a natural generalization of the familiar ‘uniform’
cluster expansion [50].

4.8.4 Estimates on the aggregate partition functions

In expression (4.71) we do not attempt to perform any detailed expansion of the aggre-
gate’s (log-)partition functionéﬁva and ng via a series of local and exponentially
damped terms. Instead, we follow the idea that a locally ill-behaving boundary condi-
tion forces a partial coarse-graining represented above via the framework of aggregates
of different orders. Although the detailed (cluster expansion-type) control within the ag-
gregates is lost, we still can provide generic upper bounds on these partition functions.
Notice a basic difference betweeraggregates and corner aggregates: The former con-
tain only simple boundary contours the weights of which exponentially decay with the
height of the contours. In some sense, the partition functié,?]@ can be compared

with the partition function of a 1d interface to get an upper bound. On the other hand,
the corner aggregates are ensembles of contours the weight of which obey no uniform
exponential bound with the space extension of the contours, and allow possibly for a
non-trivial ‘degeneracy of vacuum’. As a consequence, only rough (counting-type) es-
timates can be provided for the partition functi(ﬁ?&’i.

Lemma 4.26. There are constants;, ¢, > 0 (¢c; | 0if 5 — oo0) such that for any
n-aggregatek’, ., one has the bound

log 271 < ¢7|0K) | (4.72)

For any corner aggregaté”

00,1?

log 22’01 < di?, (4.73)

4.9 Asymptotic triviality of the constrained Gibbs measure

vy
As the first application of expansion (4.71) we prove that the weak limit of the con-
strained measure] coincides with the ‘+' phase Gibbs measure, finishing the first
part of our program.
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Proposition 4.27. There exists a constant> 0 such that for any3 > [y (with the
(s the same as in Proposition 4.25), any Q**, and X c Z? finite,

3y — 1T llx = O(e™) (4.74)
In particular, limy_, oo I/X(N) =ut, P-as.

Proof. The idea of the proof is to express the expectazt@r]\]) (f) of any local function
f as the sum of a convergent series by using the multi-scale scheme developed in the
last section, and to compare the series with a standard cluster expansi¢p for The
difference between both series is given in terms of clusters both touching the boundary
and the dependence set fof Restricting only to the boundary conditionse Q** and
volumesA(N), N > N**(n) and using the exponential decay of the cluster weights,
we prove the exponential convergen(}{?N)(f) — vt (f).

For notational simplicity, we only restrict to a special case and give a proof of the
equality

lij{n vi(og =—1) = p* (o9 = -1) (4.75)

The general case goes along the same lines.

Assumingo € X, observe thaty = —1 if and only if the setD, (o) contains an
odd number of contours such that € Int(T"). In an analogy with (4.19), we write the
v -probability thatoy = —1 in the form

Voo = 1) = 25 3 2208) [T /(D) (4.76)

A ACA reA

where we have used the shorthahd— A for any compatible family of contours in
such thatcard(A) is an odd integer and € IntT for everyl' € A . Furthermore,
Z!(\A) is the partition function

ZI0\A) =exp (E3(0) Y. []r"M (4.77)

0egy(\A)I'ed

of a polymer model over the restricted ensemBjg\A) C K, of all contoursl” such
thati)T' ~ A, and ii)0 ¢ Int(T"). We can now repeat the same procedure as in the
last sections, but with the contour ensemkile being replaced byC"(\A). A crucial
observation is that all contours from the g€t \ X£7(\A) are balanced, at least for
all n € Q** and provided that the volum&(N) is large enough. Hence, the sets of
unbalanced contours coincide for both contour ensenitfeand £(\A), hence, the
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same is true for the collections of both and corner aggregates. Finally, we compare
the terms in the expansions f8f] andZ}{ (\A), and arrive at the formula

Z3(\A)
og=Z— == > &=, > wiD- > vkD)
A 06¢g\¢g(\A) n>1 DeDI\D1(\A) DeDLN\DL (\A)

(4.78)
where each of the three sums runs over@ll ¢-, or co-)clusters that are either incom-
patible with A or contain a contouF’, 0 € Int(I"). By construction, each-, respec-
tively oo-cluster is further required to be incompatible withan respectively corner
aggregate, and since their weights are uniformly exponentially bounded by Proposi-
tions 4.24-4.25, we get the uniform upper bound

Z70\A
sup |log Aé\ )jgcym (4.79)
A

with a constant large enough, as well as the existence of the limit

hm log

Z ¢o(C (4.80)

where the sum runs over all finiteclusters inZ? that are either incompatible with
or contain a contour surrounding the origin.

Since ever;F € A surrounds the origin, it is necessarily balanced and satjsfigy <
exp(——\l“\) Combined with (4.79)-(4.80), one easily checks that

li/{n vi(og=—1)= Z exp Z oo (C H p(T) (4.812)

ACZ2 reA

and the convergence is exponentially fast. Obviously, the right-hand side coincides with
the limitlimy 4]~ ' (09 = —1) = u* (09 = —1), which finishes the proof. O

4.10 Random free energy difference

In this section we analyze the limit behavior of the sequence of the random free energy
differences

Fl=logZ] —log Z," (4.82)
In order to show that the probability that] takes a value in a fixed finite interval is

bounded as@(N‘%““) with o > 0, we can use the local central limit upper bound
91



proven in Section 4.15, provided that a Gaussian-type upper bound on the characteristic
functions of the random variabled! can be established. The basic idea is to prove the
latter by employing the sequential expansion ey Z} developed in section 4.8 and

by computing the characteristic functions in a neighborhood of the origin via a Mayer
expansion. However, a technical problem arises here due to the high probability of the
presence of corner aggregates. That is why we need to split our procedure in two steps
that can be described as follows.

In the first step, we fix the boundary condition in the logarithmic neighborhood of
the corners and consider the random free energy differefjamnditioned on the fixed
configurations. For this conditioned quantity a Gaussian upper bound on the character-
istic function can be proven, implying a bound on the probability that the conditioned
free energy differencd-a.s. takes a value in a scaled interg@N?, bN?%). This can
be combined with a Borel-Cantelli argument to exclude all values in such an interval,
at leastP-a.s. and for all but finitely many volumes from a sparse enough sequence of
volumes.

In the second step, we consider the contribution to the free energy difference coming
from the corner aggregates. However, their contribution to the free energy will be argued
to be of a smaller order when compared with the contribution of the non-corner terms.

Note that we also include the-clusters in the first step. Because we have uniform
bounds iny for the co-cluster weights, we are allowed to do so.

The free energy differenc&) can be computed by using the sequential expan-
sion (4.71). For convenience, we rearrange the terms in the expansion by introducing

U”(B Z Z log Zn al{Dom(ICZ «)=DB} + Z log Zoo zl{Dom(lCn ,)=B}
+ Z $6(C)1Dom(c)=B} + Z Z Y (D)1 Dom(D)=B} (4.83)

+ Z 1/)77 1{Dom )=B}

for any setB C 0A. Note that any functiod”(B) only depends on the restriction of
n to the setB. Using the notatio/”(B) = U"(B) — U~"(B), the expansion for the
free energy differencé’ reads, formally,

Fl=28) n.+ > U'(B) (4.84)

x€OA BCOA

Obviously, no bulk contours contribute f@"(B). Using the notatio®A¢; := {y* €
OA ¢ dly*, 2] < 210} andOAc = Ul ,0Ac,, we consider the decomposition
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F) = F] + F}, where

F{=26 % m+ > UUB e
TEIA\OAC Domj(slg)?ZAaAc
and R J
Fl=28Y n+ Y  UB) (86)
2€0AC BCOA

Dom(B)CoA¢c

The first termF"(B), can be analyzed by means of the Mayer expansion of its charac-
teristic function

U7 (t) := Elexp(itF}) | nonc) = E[exp(2itf Z N Z H 0" (B ’UaAc]
x€OAN\OAC B BeB

= [Wo ()]l "y (B noac)
° (4.87)

where we have assigned to any faniiiyof subsets of the boundary the weight
B 1 . itU"(B
wy (B 7781\70) = W E[GXP@ZW Z Nz) H (e (B) _ 1) |778A7@]

2€0A\OAc  BEB

X lryBes: BzoAc)

(4.88)
and have introduced the notation
Uo(t) = Elexp(2itfng)] = cos 2t (4.89)
Observing that
w(By1 U Bz [ngas) = w(Bi [ naac) w(Ba [ noac) (4.90)

wheneverB; N By = () for any B; € B; and B,y € By, the last sum in equation (4.87)
is a partition function of another polymer model and using the symiBoBs, . .. for
the clusters in this model and/ for the cluster weights, we get

WY (1) = [Wo(1)]1PM\ 2l exp S " wf (B moa,)] (4.91)
B

A crucial observation is that for any € Q** andA(N), N > N**(n) no corner
aggregate contributes to the weight(53) for any B. On the other hand, the partition
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function of anyn-aggregate is balanced by a small probability of the aggregate to occur.
Another observation is that every weight(3) is of orderO(¢?) due to the symmetry

of the distributionP. To see this explicitly, formula (4.88) can be cast into a more
symmetrized form,

1 1 _
wi(B|noac) = WE[T{t[Qﬁ SRS Un(B)]}

x€Supp(B BeB
tU"(B) s (4.92)
X H 2ZSID< 2 ) ‘7731\70}
BeB
whereSupp(B) := UpepB and
isinY if card(B) =2k —1
TV} = isin | card(B) (4.93)
cosY if card(B) =2k keN

In section 4.11.5 we give a proof of the following upper bound on the corresponding
cluster weights:

Lemma 4.28. There exist constantsg, [y > 0* such that for any3 > fkl there is
to = to(B) > 0 for which the following is true. For any € Q™ and A = A(N),
N > N**(n), the inequality

1
sup > w! (Blnoac)| < 557 (4.94)
2*€ONIAC g, . 2
:x*€Supp(B)
is satisfied for all¢| < to.
With the help of the last lemma, it is easy to get an upper bounﬁj@(m):

Lemma 4.29. Under the assumptions of Lemma 4.28, we have
0" 1 2,2
VL(1) < exp(— 5 2IOA(N) \ DAc(N)]) (4.95)

forall [t| < tg,n € Q**, andN > N**(n).

Proof. It immediately follows by combining Lemma 4.28, equation (4.91), and the
boundW¥(¢) < exp[—32t2]. O

For the corner par)ﬂ’\7 of the free energy difference we use the next immediate upper
bound:

!Recall that the construction of aggregates depends on the chdige of
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Lemma 4.30. Givenn € Q** and 8 > Gglo, thenF?!

ANy = O(N?) for anys§ > 0.

Proof. Using Proposition 4.25 and Lemma 4.26, we havg 5, , |UM(B)| = O(1%,)
and the above claim immediately follows. O

Proof of Proposition 4.5.Combining Lemma 4.29 with Proposition 4.53 in the ap-
pendix, we get

- 1 ~

lim N27*P{|EF] | < N7 |noac } < 00 (4.96)

N—oo

foranya, 7 > 0. By Lemma 4.30F can be replaced with the full free energy difference
F. As a consequence,

. 1_4
]\}EnooNZ P{’FJ\](N)‘ <7} <00 (4.97)

and the proof is finished by applying Proposition 4.27. O

4.11 Proofs

In this section, we collect the proofs omitted throughout the main text.

4.11.1 Proof of Proposition 4.20

In order to get the claimed exponential upper bound on the probability feraggregate

to occur, we need to analyze the way how the aggregates are constructed in more detail.
We start with an extension of Definition 4.17. Throughout the section, a finite volume
A = A(N) is supposed to be fixed.

Definition 4.31. For everyn = 1,2,..., any maximalL,-connected subsét C K \
(KJuKJuU...uK]_,)is called anmn-pre-aggregate.

Obviously,n-aggregates are exactly thasgre-aggregateA that satisfy the con-
dition |0A|con < I,,. Moreover, every:-pre-aggregate can equivalently be constructed
inductively by gluing pre-aggregates of lower orders:

Lemma 4.32. Every n-pre-aggregate/,, is the union of a family ofn — 1)-pre-
aggregatesp,, = U,A%_,. Moreover,

i) Each(n — 1)-pre-aggregate\’_, satisfie§0AL_|con > ln—1,

ii) The family(A%_,), is L,-connected.
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Proof. Forn = 1 the statement is trivial.
Assume that, > 2, and letA,, be ann-pre-aggregate anfl € A, be a contour.
Then, there exists afh — 1)-pre-aggregaté\®_, such thatl' € A%_; (otherwisel
would be an element of A-aggregatek < n — 2). Moreover, sinceA?_, is not an
(n — 1)-aggregate by assumption, it satisfiea?_, |con > l,,—1, proving i).

The claim ii) is obvious. O]

Lemma 4.33. Let A by any family of unbalanced contours. Then,

i) There exists a subsét c A such that

a) OA = 9A,
b) if I'y,[2, '3 € A are any three mutually different contours, théh; N
o'y Nol'g = 0.
i) The inequality
4
d o< —(1- r)\aAy (4.98)
LISIoVAN 0

holds true.

Proof. i) Assume thafl';,T'5,T's C A is a triple of mutually different contours such
thatol'y N o'y N O3 # (. Sincedl’;, ¢ = 1,2,3 are connected subsets @A, it
is easy to realize that, up to a possible permutation of the indekiset3}, one has
oI’y C 9o U dl's. Hence,d(A \ {T'1}) = 0A. Since the sef\ is finite, a subset
A c A with the claimed property is constructed by iterating the argument.

i) Let A ¢ Abethe same asini). Then, using Lemma 4.10, the inclusion-exclusion
principle implies

Dom=d Y m— X D m

r€OA reA zedl (D,r")CcA z€dl'nar”
2 /
<—(1—%) Z\8F|+ > lornor (4.99)
T'eA (r,rmca
4
<—(1—--—)oA
< -(1-)l0a]

O]

It remains to prove that one still gets a large deviation upper bound by replacing
the sum over the boundary sitese O0A in equation (4.98) with the sum over all
x € Con(0A), provided thatA is a pre-aggregate. Technically, we need to exploit the
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basic feature of any pre-aggregaiethat the seCon(0A) \ 9A is not ‘too big’. A
minor complication lies in the fact that the boundary distadéey, 9+'] is allowed to
exceed the contour distandgy, v']. To overcome this difficulty, it is useful to define

Con(dA) = DA U {z € Con(9A); ¥y € A : dz,07] > | 7|} (4.100)
for which the first equation in the proof of Lemma 4.10 implies the upper bound
|0A|con < (1 + )|Con(8A)| (4.101)

We are now ready to prove the following key estimate from which Proposition 4.20
immediately follows by using a large deviation upper bound.

Lemma 4.34. Let A be ann-pre-aggregatep = 1,2,... Then,

1
D e < —5l0Acon (4.102)
z€Con(0A)

uniformly inn.

Proof. We prove by induction in the order of the pre-aggregates the refined bound

Z = 1_3Zl

J:Eé\(;n(aA)

)| (4.103)

for any n-pre-aggregate, from which the statement follows by using the defini-
tion 4.16 of length scalds andL,,, and equation (4.101). Indeed, one obtains then

> <-(1-3 Z (8A) \ Con(dA)|
xGCon(aA) (4104)
1 A
‘ ’COH § —§|8A|con

< (= - =
= (4 lo)1+%

First, assume thaf is a 1-pre-aggregate, and l&t = U;”, A; be the (unique)
decomposition of\ into disjoint subsets such thal\ = U} ; 0 A; is the decomposition
of 9A into maximal connected components. For convenience, we use the notatien
04;. Considering furthermore the decompositiGnn(0A) \ 0A = UGy, into

maximal connected components, theé\ei(é?A) can be finally written as the union

Con(9A) = (U, J;) U (UP1Gy) (4.105)
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of disjoint connected subsets, which satisfy the inequaljtigs> [y and|G| < L,
forall i,k = 1,2,. Using Lemma 4.33, we havg,, . ; 7. < —(1 — %)]Ji], and

since) ;" LG < Lr ZZ 1 |Ji], we finally get

Ly +4,[Con(0A
I ) A O T
z€Con(dA) i=lazeld; bo (4.106)

~(1-2)iCon(on)

provided that, sayl.; > 4.

Next, we will prove the statement for an arbitrarypre-aggregaté\. By Lemma 4.32,

A is the union of a family of n — 1)-pre-aggregates\ = U;A?_,. In order to gen-
eralize our strategy used in the= 1 case, we consider the (possibly disconnected)
boundary setg; = Con(dA! ), and the family of connected S€1S;)i=1,2,... defined

as the maximal connected components of th&set{0A) \ U; Con(A?_,). Note that
#{G,} = #{J;} —1landthe identit@i(A) = (U;J;) U (U;G;y). Hence, by using the
induction hypothesis,

n—1 ~
> %—ZZWZ!GW[—(1—32fﬁ)+f"1]’fof@f)'
i=1 n- In—1

x€Con(DA) =lzel;

1—32

)|
(4.107)

as required. O

4.11.2 Proof of Proposition 4.24

The proof goes by induction in the order of aggregates.

The casen = 1.
As the initial step we bound the sums over 1-cluster®ih Recall that the 1-clusters
consist of O-clusters which connect l-aggregé(t%g Throughout this section we use

the shorthang := .
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From Proposition 4.12 we know that for any integgr

ST 16O exp (B2 - (1/8))[C]) < 1
ceel: |Clzrg

which implies

o 168(O)exp (26(1 = (1/8))|C]) < exp (—fro/8) (4.108)
ceel:|Clzrg

Coz

We split the procedure into four steps as follows.

Part 1. For any 1-cluster i®7, none of its O-clusters contributes to the dressed weight
of al-aggregate. Hence, all these O-clusters have at leasLsgizBloreover, they are
incompatible with a 1—aggregalé’177a. Using Lemma 4.10 and choosing = L, in
(4.108), this results in the inequality

Y 180(O)exp (26(1 — (1/8))[C]) < L exp [-(BL1)/8] <272 (4.100)

ceel
n
okl

Part 2. In order to prove the convergence of the cluster expansion resulting from the
Mayer expansion, we apply Proposition 4.50. As our initial estimate, we get, using

(4.109) and since
1
C # C" & JasuchthaC,C’ # K],

the inequality
D 166(CO)] exp (26(1 = (1/8))|C))

ceel
cde
< ). > exp (26(1 — (1/8))|C])Igg(C)] (4.110)
Ky KD ACy ceel
’ ' orKt

< 27%#{KT, # Co}

Part 3. Using Lemma 4.23, the weight of any set of O-clusters appearing in the Mayer
expansion is bounded as

wi(©)] < T (e —1) < T 2le0(0)]
ceC 99 ceC



Hence, by using Proposition 4.50, we obtain the bound

Y WH(C)exp[(28(1 - (1/8) = 1/2)|Ch[] < 27'#{KT, £ Co}  (4.111)

1
C14Cp
n
C1€D

Taking nowCy, € €] such thatC]
inequality (4.111) yields

is the only1-aggregate satisfying’y ~ K¢,

Oé

> [WH(C)lexp[(26(1 = (1/8)) = 1/2)|Ch[] < 27 (4.112)

1KY
n
ci1e®D 1

Part 4. In order to bound the sum over all 1-clustérs € ©7 such that”; > z and
|C1| > r1, we use thatC | > L; and write

Yo Wi(C)lexp[(26(1 - (1 +1/2)/8) — 1/2)[C1]]

Cy3z, |C1|2m
n
C1€D

<> Y wiC)lexp[(28(1 - (1+1/2)/8) = 1/2)[Ch]]
KT, C1#K] i C13=
’ \Cllzrlﬂv c1eof

(4.113)
Substituting (4.112), we obtain
(4.113)< 22_16Xp( (8/8) - max [d(KT ., x),m1])
K o
] (4.114)
< Z Z 27 exp (—€f - max [R, r1])
R= OIC" : 1o{,:):)—R

The last sum can be estimated by a partial integration and we finally get

67‘1

(4.113)< exp (—fr1/8) [r% ] <27 drfexp (—fFri/8)

where we have used that > L, and thatl, is large enough.
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Induction step.
The induction hypothesis reads

i+1 %
> wlClexp | (2800 D(1/2)/8) = So(1/2)7) ic
Civa: |C4|>r; §=0 j=1 (4.115)
C;ed]
<427 exp (—4(1/2)"1ri/8)
foranyl <i<n—1.
Part 1. As in part 1 of then = 1 case, we want to prove first that
n n—1
> 16l (Olexp | (280 - 3(1/2)7/8) = Y1/ )Ic]| <27
ceel j=0 j=1
CrKY o
(4.116)

Recalling Definition (4.58) foks,, ,(C), we know thaty;) ,(C) = ¢7(C) for any
C e @;’. Hence, using (4.115) with, = L,,, we write

n—1 n n—1
@116)< 2> Y wl(Ci)exp {(2&1 =72y /8) - (/2 )ici
i=1 Cj3@: |C;|>Ln Jj=0 Jj=1
n—1 o n n—1
<4223 27 exp (—B Soa2pa- Y (1/2)j>Ln
i=0 j=i+1 j=i+1

<27 1. 32212 exp [—@(1 /2)”Ln/4} < gn-l
(4.117)

where we have used thigt = exp (L, /2") andg is large enough. This proves inequal-
ity (4.116).

Part 2. Similarly as in then = 1 case, we prove by using (4.116) the inequality

n —

S el (O] exp {(23(121/2 /8) - Z 1/2Y)[c]

chcy J=0 j=1

n
CE@n 1

2K, o Co} (4.118)
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Part 3. By construction, any:-clusterC,, € D, consists of a family of)-clusters
Cp € ¢ andi-clustersCy € D, 0 < i < n — 1, which are all incompatible witlC;.
Using Lemma 4.23 again, we have the upper bound

n—1
wpC)l < T II 2wl

i=0 CeCrnD]

where we have identified)(.) = ¢/(.) and®] = €. Applying Proposition 4.50 with
z(C) = 2[¢}(C)| then gives

< 27K # Co}

S G exp {(2@(121/2 /8-> °(/27)[c]

CTL;Z’CO 7=0 J=1
Cne®j)

Taking againCy € €] such thatC;} , # Cj implies the inequality

n

Y. WG exp {(25(1 - Z 1/2)7/8) = ( 1/2)j)cn] <27 (4.119)

Cn Ky o Jj=0 Jj=1
Cned]]

Part 4. Repeating the argument for the= 1 case, we obtain the inequality

n+1 n
[Yn(Cu)lexp | (26(1 =) (1/2)7/8) = > (1/2)7)|Chl
Cnaz,zc;n>m g |:( jz;) ; ) :| (4120)

Cneoy

<27m. 47“721 exp (—(1/2)”"'137“”/8)

Using thatr,, > L,, for anyC,, € ®;) and choosing;,, = L,, proves the proposition for
the weights),!, n = 1,2, .. ..

Equation (4.58) reads thaf;(C) = ¢7(C) wheneverC' € D7 and;j < n. Using
further that¢;] = ¢JUDTU- - -UD; and summing up the cluster weights of the clusters
of all orders yields inequality (4.64), which finishes the proof.
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4.11.3 Proof of Proposition 4.25

Letng be the same as in Section 4.8.3. Due to the second part of Proposition 4.24,

sup D [, (O) exp[(5/410)] [C] < 2exp (—(35/4l0)ro)

T oo, (0|2

ceell

According to the definition of the corner-aggregates, we have
D 100,(O) exp[(8/410)|C) < 213, exp (—10(38/200)) < 272 exp (~loo(5/10))
O#K oo i

ceezo

Applying Proposition 4.50, we obtain

Y WO exp[(B/410)]1C] < 272 exp (~loo(B/10))

CHtKoo,i
cenl,

which implies

3" WIL(D)] < exp (—(36/2l0)ls)

DeDY,

4.11.4 Proof of Lemma 4.26

Letn € Q** andK; , be ann-aggregatep = 1,2, .. .. Recall that

Zl.= Y. "0 (4.121)
0€D] o
where
710 =L en(- > 6l1(0) (4.122)
I'eo cee’

n—1
Cd; |C|<Lnp

Using then-uniform bounds

p"(I') < exp[—23(|T'| — |0T)] (4.123)
and 33
sup ) [67-1(O)] < exp[-7-] (4.124)
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foralln = 1,2,..., one can subsequently write (for simplicity, we use the shorthand
€= exp[—%] below):

20 < Y ] expl—(28 - )IT| + 28/oT]

€9, o, T'€0

< el N T expl—(28 — 2)[D| + (28 — & — 4e72%F%)) oL ]
0€D, o T'ED

< el ST TT T expl—(28 — )l + (28 — € — de20%%)9)]

0€9,] , T'€d~er

—2p4e |03 o
< N1 137 exp[~(26 — €| + (26 — € — de~27))[ 9]}

Y2p
(4.125)

where the last sum runs over all pre-contours (= connected components of contours)
such that a fixed dual bond= (z, y)*, d(x, A°) = d(y, A°) = 1is an element of and

it is the leftmost bond with these properties, w.r.t. a fixed orientation on the boundary.
To estimate this sum, we associate with each pre-contayrath (= sequence of bonds;

not necessarily unique) startinggatEvery such a path consists of steps choosing from
three of in total four possible directions. One easily realizes that, for every such a path,
the total number of steps to the right is bounded from beloWdhy. Hence, the last

sum in (4.125) is upper-bounded via the summation over all paths stared@that

to each step going to the right (respectively to the left/lup/down) one assigns the weight
e~4¢7*"* (respectivelye~2°+¢), which yields

> expl=(28 = e)l| + (28 — £ — 4e729))|0|

Yop
oo (4.126)
< e—2B+e 2(26_2ﬁ+€ + 6—46*26“)7% < 9 2P+
n=1
Allin all, one obtains
21, < eleH6e IOl (4.127)

proving the first part of the statement.

The proof of the second part is trivial by counting the number of all configurations
in the square volume with sid#.,. Note that the latter contains all contodrse 0
for any configuratiord € 2, and that the weights of all clusters renormalizing the
contour weights are summable due to Proposition 4.24.
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4.11.5 Proofof Lemma 4.28

Due to Proposition 4.50, it is enough to show that the inequality

G522 (4.128)

l\DM—l

1
Z [wi (B 778/\70)‘ exp(562t2| SUPP(B)D =
B: z*€Supp(B)

holds true for all|¢t| < to, with a constant, > 0. Remark that the RHS of the last

equation is not optimal and can be improved, as obvious from the computation below.
In order to prove (4.128), we use the symmetric representation (4.92) of the weight

wt(B|naa ), the lower boundl(t) > e~ which is true for anyx > 0 provided that

|t| < t1 () with a constant; () > 0, and the estimate

rlies > e o)

xeSupp(B

_ (4.129)
5 {t[zﬂzxegmxr +407(B)|| for B = {B}
!

otherwise

which will be enough in order to get th& factor in what follows. Using Proposi-
tion 4.24 and Lemma 4.26, we get a uniform upper bollAt( B)| < c|B| with a
constant > 0 such that: | 0 for 3 T co. Hence, in the cas8 = { B} we have

lwi(B = {B}) [noac|
<2283 Ind + 5 3 1B [T 0B | nosc] a.130)

z€B BeB BeB
< eo“B‘tQ(?ﬁ 4 §)|B| E[’UW(B” ’ 778/\70]

Note that the above uniform upper bound|6i¥(B)| is not sufficient to get a sensible
estimate on the conditional expectation. However, a more detailed upper bound can be
obtained. Without loss of generality, we can assume ihat 9A¢c = (), so that the
conditioning onng, ., can be omitted. First, assume there is an aggrédéfesuch

thatDom(K7) = B. Then, Lemma 4.26 gives the estimaig 2! < ¢;|B| and, since
|0K4| > |B|/2, Proposition 4.20 reads that the probability of such an event is bounded
by exp(—%|B|). Second, assume there is a family of aggregét&s); (of possibly
different orders) such thad” := U; Dom(K4,) € B. Then, any cluste€ such that

2For simplicity, we suppress the subscriphere.
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Dom(C) = B has the lengthC| > | B \ D"| and Proposition 4.24 gives the estimate

> lonl< exp<——|B \ D))
ceuney
Dom(C)=B
Moreover, the probability thab” = D for a fixed setD is bounded by~ = P!, Note,
however, that the above two scenarios are possible only providedRhat i, oth-
erwise we only get a contribution frofirclusters, the sum of which is bounded by

—52|B| : .
e 207" Allin all, we obtain

c _ B _c5
E[|U77(B)q < C7’B|6775‘B|1|B|211 +e QZO‘B‘ +1|B|2l1 Z e 2 |D]— QZO‘B\D|
DCB

_ B8 c5
<e 0P 4 1550, (¢r + 1)|Ble” 7B
(4.131)

provided that3/| is large enough. Recall tha does not depend dp, which means
that the latter can be adjusted as large as necessary. Using the same argument for
U~"(B) and substituting (4.131) into (4.130), we get

> lw(B={B})|noac)l Pl < 2-£2(28 + g) > BTt
B>z B>z

BCAA BCoA (4.132)
X [e 210‘ | + 1>y, (c7 + 1)|B] e_%w'} < 7/ 5t?

which is true for anyr’ > 0 provided thatr and« are chosen sufficiently small arigl
(and hencé,) sufficiently large. This argument can easily be generalized by taking into
account all collectionss, card(B) > 1. Hence, the proof of (4.128) is completed by
choosingr = 13%¢2, under the conditiof| < ¢, with ¢, = to(3) being small enough.

4.12 High field
Let us consider again the Ising model but now with a high boundary field:

HY \(0)==8 Y (0woy—1)—BA Z Ty (4.133)

A
(z.y)C eedTV e

where we take\ > 5. The corresponding Gibbs measure we denot,e;@y. Assuming
A — oo (independently of the volume size) the field determines the spin configuration
of the non-corner sites next to the boundary. Together with the corner spins these sites
form the inner boundarg A’ of A:
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Definition 4.35. The inner boundaryA? is the set of all bonds: z, y >€ A* such that
d(<z,y>,0A) = 1.

The set)A’ corresponds to the sétr € A : d(x, A¢) = 1}.

Theset\’ = A\ {z € A: d(z,\) =1}.

For the corner spins it can happen that the fields from its nearest neighbor spins
are opposite to each other and therefore cancel out. We need to separate these spins,
because we can not let 'these spins follow the field’; it simply does not make any sense.
The union of these corner spins we denotecpy:

Definition 4.36. The setz¢, is the set of corner spins for which the adjacent fields
cancel each other out.

Remark 4.37. For shortening notation we sometimes write for the figchdjacent to
the spinsr € A \ x¢, simplyn,. Because for these spins the field next to it has only
one value we are allowed to do this.

Now we try to find the nature of the Gibbs measures for the infinite-field case.
Suppose that for a configuratiern, there is a spiny; with i € 9A’ \ z¢, for which
o; = —n;. Automatically in the limitA — oo the energy becomes infinite by equation
(4.133). Therefore this occurs only with zero probability. So the boundary field func-
tions as a boundary condition for the spingor whichd(A€, i) = 2. Apart from some
minor finite contribution of the spins of the sitesip,, the infinite boundary field Ising
model onA, wherel = oo, is equivalent to the Ising model with random boundary con-
ditions forA?, where\ = 1. Because we consider 2 dimensions omby,| < 4, which
is a finite number.

With some rewriting we easily see the following:

lim 77, =
Moo AN T
lim exp (B = DloA Y exp (8 D0 many) Do (8 Y ouny) 2,
o <z,y>: O—"cC <z, y>:
z,y€dAN\z g “ TET (g, YEOAL

(4.134)

Note that the factor before the partition functlﬁ'ﬁ , only depends on\,  ando .,
Of course this holds only in the limk — oc. Th|s makes that when we calculate the
Gibbs mean of a spin-function which does not depenanwe obtain

)\h—>nolo < F(UA\ICa) >H7\7)\: < F(ULN\$CQ7O-Ai) >“Zi . (4.135)
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Because the value of the spins @’ \ x¢, is determined by, we only need to use
the Gibbs measure restrictedAdwith boundary conditiom instead of the full volume
Gibbs measure fak with the infinite boundary field.

Now we take\ > 5 but finite. By our assumption okit is more beneficial for spins
ondA* \ z¢, to follow the field instead of following the adjacent spins. This suggests
to expand differently than before. Then we expanded around the two ground states
o = +1 ando = —1 which appear when we have zero-fiettle zero-field expansion
Now we expand from the two ground states which appear in the infinite boundary field
case.

Denoteoy = ogpi V 0p:. For the ground-states restricted Ao\ x¢,, it holds:
OoA\eo, = 1 combined witho,; = +1. For the corner spinsc, we set the spin
values equal to +1 or -1, equal to the chosen ground state value in the irtéribhnis
expansion we refer to abe high-field expansionThe corresponding ensembles we
again refer to as the and— ensemble.

4.12.1 Contour representation

In this setup there will be two types of contours. The first type of contours are contours
I" for whichT' ¢ A™ and therefore do not contain sites@h’. These contours we
define as before but with the role 8f replaced by A’. The second type of contours
represent the part of the spins 8A° which do not follow the field or where the spin-
values arer1 on the corner sites,. These contours are connected sets of sites on
the inner boundary:

Definition 4.38. A contour is a set of sites a§A’ such that

1. For every siter € v andx & xc,. 0, = —1y, ando, = F1 whenz € ¢y,
wherey € A andd(z,y) = 1.

2. For every siter € 9A’ andz ¢ z¢, With d(z,v) = 11 0, = 1, y € A and
d(z,y) = 1, and above witly, = 1 in caser € z¢y.

3. The lengthyy| is the number of sites in.

In this way every collection of contoufsU~ correspond to two flip-related (except
for the partindA’ \ z¢,) spin configurations. This gives a natural separation inteithe
and— ensemble. The two corresponding partition functions are:

+7 ] i? j:v j:’ :tv
Zin=ZaN+ 25 Zay = pret0) Y [T " Y I P
01 COAt v€0 02CK i I'€ds

(4.136)
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with

prefy(0) = exp [BA—=2)ON[+8 > meny

<z y>: z,y€ON\zCq

exp(iﬂ( oot Y ny)) (4.137)

z€IN \z yEQA?
d(y,zcq)=1

We define for convenience

zZyih= Y I "0 (4.138)

81 COA* ¥€01

Then

=+, =+, =+,
ZiN = Zyi0 -prefy(0) > T 5D (4.139)
82C/CA7; T'eds

The weights of the contours are defined as follows:

P =exp (<28(I01 = Y w)) (4.140)

i€OA: d(i,0TF)=1

just as before and

§EN(7) = exp [— w(wv\ (A zea)| + Iy N ae \ acal) £

Ny if z,y € TCa

ST om+ >, 4n ify€ac, (4.141)
i€ev\vNzc ;gg’/@: f/; +n, fzcac,

Remark 4.39. The A\-dependent part cﬁf’"(y) does not depend on the ensemble. This
is also true for the pre-factors. It suggests that the restricthor» 5 might not be
necessary.

From now on we restrict ourselves to theensembles. We st} , = Z, Y and
p"(T) = pt"(T'). The—-ensemble we can treat in a way similar to theensemble of
the zero-field expansion.
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4.12.2 Partitioning contour families

Because of the form of the weights of the contollirand-y we expand these two types
separately. Note that the weights of the contdudo coincide with the correspond-
ing weights of the zero-field expansion of the volurkewith boundary condition.
Therefore we treat the contourswith the zero-field expansion fox'.

Except for the contours € z¢, we can expand every contoyrin a single step.
This because the weights of the contoyrbehave well-damped. By our assumption
A>5

px(7) < exp (=2B8((A = D[y \ (Y Nzca)| = 2)) < exp (—26]y]) (4.142)
except for ally € z¢,.

Remark 4.40. Equation(4.142)shows us that fofy with |y| > 3 or v not containing
any point ofz¢,

px(7) < exp (=2]v|/lo) wheneve(A — 1)|y| > 1/lp + 2 (4.143)

This means in particular that we can use the high field expansioh fer3 + 1/1,. For
intermediate\ (i.e. 1 < A < 3 + 1/lp) the way of proceeding is not clear.

Because of the uniform decay of the contours in (4.142) we are allowed to cluster
expand:

Proposition 4.41. There is a constant; such that for3 large enough

sup »  [¢g,(C)]exp (28— ¢5)|C| < 1 (4.144)
zedA? ceel
Cox

To shorten notation we have defined

Definition 4.42. The set¢{ is the union of all clusters” such that for ally € C:
v C OA' andy & xcq.

Proof. The proof goes in a rather standard way. Because the contours are sets of sites
which are adjacent to each other the entropy is limited.

sup > ph(7)exp(28—cs + Dy <D mexp(l—cs)n <1 (4.145)
Nl n=1

for ¢ large enough. Now apply Proposition 4.50 to obtain the Proposition. O
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We put this cluster expansion into the partition funct@‘uA given by (4.138) and
we obtain

Zha=exp (Y 00(0) > TIameo (X of,(C) (a146)

cee] dCacq 1€0 Ceel: Crd

Now we put the pre-factor at the left-hand site for notational convenience and we rewrite
the above to

exp ( - Z ¢8,A(C)>Z§§A,A Z¢, [Z" Z H P eXp( Z ¢87A(C))}

ceay Ca gcrc, 7€ ceal: Cpd
(4.147)
where

ze= > 110G

ICxcq YEO

We use the Mayer expansion as we did before inXhe 1 boundary field case. To
every familyC c @6’ we set the weight

Z H '0 H <exp <¢g,)\(c)?c)*7ga}> - 1) (4.148)
Za 8Cxcq €D cec

Then
(4.147)= Zoa Y wi(C) (4.149)
cee}

We define
Definition 4.43. Any pair of clusters”; and C; of ¢{ is called corner-incompatible,

Ca
C1 ¥ Cs, whenever there is a corner sitgn x ¢, such that for the contour : = £ Cy
andz # Cy. And any pair of families of clusteis, and C, is corner-incompatible,

Ca
Cy + Co, whenever there are cluste€§ € C1, Cs € Cs such that there is a corner site
x in xo, SO the contour: : x £ Cy andx # Cs.

One can check the properties of the weight (compare lemma 4.23)

Lemma 4.44. For any set of cluster§ € ¢
Yl
L. sup, [u}(C)] < |[Toec(e ™ = 1)| < 2[Toec [#5,(C)],

2. IfC = Cy UCywith Cy €4 ¢, thenw!(C) = w'(C1)w!(Ca).
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Equation (4.149) represents the partition function of a polymer model. The poly-
mers are the sets of clustafsc ¢!, which are incompatible if and only if they are
corner-incompatible. We cluster expand this polymer model to obtain the second and
final cluster expansion. We us¥’,, for the set of all clusters in this polymer model and
Ui, (D) for the weight of a clusteD € D7, ,. Then we get

(4.149)= Z exp (> v, (D)),

PRt (4.150)
2 = Zhoxn (D oA (O) exp (D vt,a(D))
Ceg DeDl,

The cluster weights turn out to behave well damped. The corner partition furifion
is well controlled:

Proposition 4.45. There exist a constait (the same as in Proposition 4.41) such that
for 5 large enough

sup- Z [Véan(D)|exp (26 — e5 — 6)|D| < 1 (4.151)
e€OA o
D%ga

Proof. Because of Lemma 4.44 we can use our generalized KP-criterion defined in
Proposition 4.50 (2). This proposition tells us that whenever we can prove the following
inequality

sup > 2|60 (C)|exp (2|C] + (28 — ¢5 — 4)[C]) < |Co (4.152)

Coegy CxCq
ceel

automatically
Y [ \(D)lexp (28 = ¢5 — 4)|D| < |Co (4.153)
D Cy
follows. For each point there are only two contours> z with |y| = 2. WhenD « x
then D must be incompatible with at least one of these two contours. Then by using
(4.152) the Proposition follows.
By Proposition 4.41 it holds:

sup Y |7 ,(C)]exp (28 — ¢5)|C| < |Co| +2 (4.154)

7
Coe @0 CxCy
ceel
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making

sup Z 2\(1)0/\ ) exp (26 — 5 — 2)|C| < |Co| (4.155)
CQEQO CrCy
ceel
proving (4.152). O

Any clusterinD € ©/, is corner incompatible. Because there are at most 4 corners
in the setz¢,, immediately it follows

Corollary 4.46.
Z [Yéan(D)]exp (28 — c5 — 6)|D] < 4
De®],

Proposition 4.47. For the partition functionz/, it holds

sup Z, < 2exp (160) (4.156)
n
Proof. By (4.141) it holds for every contouy € z¢, : p"(y) < exp43. SO
ZEa= > TP < D exp(48]9]) < 2exp (16) (4.157)
0Czcq vED ICxcq
for 5 large enough. 0

Now we try to find a good estimate for the free energy difference. It turns out that
thelog-difference of the pre-factors appearing in (4.137) is of a convenient nature:

log pref (0)— log prefy (0) ZQﬁ[ Z Ny + Z ny} =

NNz yEaAt
d(y,zcq)=1 (4158)
ELO) - En@)+28 >
yEDAT
d(y,zcg)=1

In fact they decompose nicely into the pre-factor difference ofdpalifferen-ce of
the partition functions of the interiok’ and an additional part coming solely from the
boundaryoA’.

So it holds by (4.150), (4.158) and the above

log Zy , —log Z) , = log ZJQJ —log Z; | +26 Z ny +log Z}, —log Zg,

yEc’)Ai

d(y, rca)—l
DGO = Y GO+ Y WD) = D Ug,a(D) (4.159)
Ceeg Ceey DeD}, Ded,
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Now we put in Corollary 4.46 and Proposition 4.47 to obtain

log Z];/\ —log Z) ) = logZ'b.’1 —logZ); | + Z gf)af/\(C) — Z DA (C) +O(B)
ceed Ceey
(4.160)
For the clusters of5 we now need to define the domain.

Definition 4.48.

1. The interior Int(~y) of a contoury € 9A* equals the set of unit cubes which has
as center points the sites f

2. The domaidom(C) of a clusterC' € ¢ equalsDom(C) = U,ec Int(y)NOA’.

Then we defind/"(B) for a setB C dA" as in (4.83) but withy((C) replaced by
$0(C) + ¢4, (C). In the same way we replagg " (C) by ¢, 7(C) + ¢, ,(C).

When we consider the upper bounds for both the cluster expansions we easily realize
that still it holds:

\UJ(B)| = ‘ RN (o) N N ri(e)) ‘ < e AIBl/b (4.161)
ceef: ceel:
Dom(C)=B Dom(C)=B

For the free energy we can make use of the characteristic function expansion. In this
expansion we do not put th@(5) term. Wheng is finite or not growing too fast
compared to the volume sizZe we can neglect it. All the properties of the zero-field
do follow for the free energy. Because fbr— oo the boundary moves to infinity the
nature of the high-field states is the same.

This shows that foi > 5 the random boundary field is only a small perturbation
of the case of infinite random boundary field whare- co. When the volume goes to
infinity the scenario of the high-field expansion turns into the scenario of the zero-field
expansion. In this sense the Ising model with a random high boundary field is equivalent
to the Ising model with ordinary random boundary conditions.

4.13 Concluding remarks and some open questions

Our result that a typical boundary condition (w.r.t. a symmetric distribution) suppresses
both mixed and interface states explains why these states are typically not observed in
experimental situations without a special preparation. To a certain extent it justifies the
standard interpretation of extremal invariant Gibbs measures as pure phases.
Although this result, which finally solves the question raised in [63], is only about
the 2-dimensional Ising ferromagnet, and thus seemingly of limited interest, it is our
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opinion that the perturbation approach developed in this chapter is actually very robust
(compare [39]). As we have observed at various points in this chapter, there seems to
be no barrier except some technical ones to extend the analysis to the Ising model with
random boundary conditions in higher dimensions. In fact, there might be extensions of
our approach into various different directions.

Instead of Ising spins one can consider the same model with Potts spins. The set-up
is a more general Pirogov-Sinai one in which the number of extremal Gibbs measures
could be larger than two. The contour analysis still can be performed, but we need to
add labels to the contours, representing the different spin-values in their exterior and
their interior. We conjecture that the same results as for Ising model hold. Again there
is chaotic size dependence, but now the measure oscillates bejvdiféarent Gibbs-
measureg.Y. These are generalizations of the Ising measureand.—, having the
same type of island structures.

One can consider a more general symmetric distribution of the random field, pos-
sibly with some weak dependence. This can serve as a model of a high-temperature
environment. We conjecture that the additional interaction between the fields can also
be analyzed by a similar expansion technique, leading to the same result.

One can also extend the model by taking non-symmetric distributions foyshe
In general we do not expect chaotic size dependence. However, can we choose a hon-
symmetric distribution such that there is still chaotic size dependence, but with a slight
preference for one of the two extremal stgtésandy—?

Instead of nearest neighbor interactions one can consider (long-range) Kac-potentials.
This needs a refinement of the definitions of the contours. Because of the long-range
nature of the interaction, the spins tend to behave like the spins in the mean-field model.
Now, the contours are formed by blocks of spins with size of order of the interaction,
which behave in a significantly different way than in the mean-field case. After this
blocking the model turns into a short-range model with a boundary field which is typi-
cally weak. Again large boundary fields do appear on all scales, so a multi-scale expan-
sion is needed. A special interest in the Kac-model is due to the possibility of extending
the contour analysis up to the critical temperature.

Another possible extension could be to finite-range Hopfield-type models, in which
periodic or fixed boundary conditions lack a coherence property with respect to the pos-
sible Gibbs measures, and thus are expected to behave as random ones [69]. Actually,
our result can be translated in terms of the Mattis (= single-pattern Hopfield) model with
fixed boundary conditions, proving the chaotic size-dependence there.

More generally, in principle the phenomenon of the exclusion of interface states
for typical boundary conditions might well be of relevance for spin glass models of
Edwards-Anderson type, which has indeed been one of our main motivations. Our
result illustrates in a simple way how the Newman-Stein metastate program, designed
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for the models exhibiting the chaotic size-dependence, can be realized. The number of
states, as well as the number of “physically relevant” states for short-range spin glasses
has been an issue of contention for a long time. In this chapter, we have provided a
very precise distinction between the set of all Gibbs states, the set of all extremal Gibbs
measures, and the set of “typically visible” ones, without restricipgori to the states

with a particular symmetry. We hope the provided criterion might prove useful in a more
general context.

We mention that the restriction to sparse enough sequences of volumes is essential
to obtain almost sure results. Actually, for a regular sequence of volumes, we expect all
mixtures (in dimension three all translation-invariant Gibbs measures) to be almost sure
limit points, although in a null-recurrent way. This still would mean that the metastate
would not be affected, and that it would be concentrated on the plus and minus measures.
See also the discussion in [28]. However, proving this conjecture goes beyond the
presented technique and remains an open question.

A different but very intriguing problem is to analyze ttie= 3 random field Ising
model with free or periodic boundary conditions. In order to have a phase transition
the field has to be typically small enough. On the other hand, when the field takes
typically high values, then the spins tend to follow the direction of the field and there
is only one Gibbs state. The famous paper by Bricmont and Kupiainen [14] consid-
ers the cases of and — boundary conditions. They show that the resulting Gibbs
measures are different. We conjecture that for free boundary conditions the same type
of chaotic size dependence as in the random Ising boundary field model does occur;
on sparse enough sequences of volumes the Gibbs measure randomly oscillates be-
tween two infinite-volume Gibbs statges andy~ with probability 1, for3 > 3, large
enough. In [14] a delicate multi-scale block spin approach is used. We conjecture that
our techniques, avoiding a systematic blocking procedure, can be used as well. Work in
this direction is in progress.

4.14 Appendix on cluster models

In this section we present a variant of the familiar result on the convergence of the
cluster expansion for polymer models, which proves useful in the cases when the sum-
mation over polymers becomes difficult because of their high geometrical complexity.
Such a situation arises, for example, in the applications of the cluster expansion to the
study of the convergence of high-temperature (Mayer) series in lattice models with an
infinite-range potential. Since the Mayer expansion techniques are by no means re-
stricted to the high-temperature regimes (note e.g. its application in the RG schemes
for low-temperature contour models), the result below can be applied in a wide class of
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problems under a perturbation framework. In our context, we use the result to provide
upper bounds on the weightg, of n-clusters, see Section 4.11.2.

We consider an abstract cluster model defined as follows.GLet (S, ~) be a
finite or countable non-oriented graph and call its vertmagmers Any two polymers
X ~ Y are calledncompatible otherwise they areompatible X ~ Y. By convention,
we add the relationX ~ X for all X € S. Any non-empty finite sefA C S is called a
clusterwhenever there exists no decompositidr= A U As such thatA; andA, are
non-empty disjoint sets of polymers add ~ A, where the latter means that ~ Y
forall X € Ay andY € A,. LetP(S) denote the set of all finite subsets$&andC(.S)
denote the set of all clusters. A functign P(S) — C is called aweightwhenever

) g(0) =1,
i) If Ay ~ Ag, theng(A1 UA2) = g(A1) g(Ag).
If the extra condition
i) g(A) = 0whenever thereis aR € A such thatX ~ A\ {X}

holds true, then we obtain the familipolymer modelIn the sequel we do not assume
Condition iii) to be necessarily true, unless stated otherwise.

Note a simple duality between the classes of polymer and cluster models: Any
cluster model over the gragh = (S, <) is also a polymer model over the gragh =
(C(S),~). The other inclusion is also trivially true. A natural application of this duality
is to the polymer models with a complicated nature of polymers. Such polymers can
often be represented as clusters in a new cluster model with the polymers being simpler
geometric objects.

To any setd € P(S) we assign thgartition functionZ(A) by

Z(A) = g(d) (4.162)

ACA

The map between the functiopsind 7 is actually a bijection and the last equation can
be inverted by means of the Mius inversion formula. In particular, we consider the
functiong” : P(S) — C such that the Mbius conjugated equations

log Z(A) = > g"(Aa)  g"(A) =Y (-1)*og Z(4) (4.163)
ACA ACA

hold true for allA € P(S) andA € P(S), respectively. The functiop” is called a
clusterweight, the name being justified by the following simple observation:

Lemma 4.49. For any cluster model” (A) = 0 whenever is not a cluster.
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A familiar result about the polymer model is the exponential decay of the clus-
ter weightg” under the assumption on a sufficient exponential decay of the weight
g, see [50, 57]. We use the above duality to extend this result to the cluster models,
formulating a new condition that can often be easily checked in applications.

Proposition 4.50. Let positive functiona, b : S — R™ be given such that either of the
following conditions is satisfied:

1. (Polymer model
Condition iii) is fulfilled and

1
(a+b)(Y)
sup E e g¥Y) <1 (4.164)
xes a(X) Voo X 5(v)

2. (Cluster mode)
There isz : S — R satisfying the condition

sup - &) YZM;( et (Y) 1 (y) < 1 (4.165)
such thatig(A)| < [[xeca 2(X) forall A € P(S).
Then,
sup 3 eEveatMgT(a) <1 (4.166)

Xes a(X) A X

Proof. (1) For the case of the polymer models, see [50] or better [57] for the proof.
(2) To prove the statement for a cluster model, we represent it as a polymer model over
the graph(C(.S), ~) and make use of the above result. Hence, it is enough to show the
inequality

> evealtMig(a)] < a(X) (4.167)

AeC(S)
A X

forall X € S. Indeed, then one gets

3 Dvaa@Miga) < 3 ay) (4.168)

Aec(S) YelAp
AxAq

for all Ag € C(S) and the statement about the polymer models yields

Z DI Zyeab(y)’gT(A*)‘ < Z a(Y) (4.169)
A*ec(c(9)) YeAg
A*xAg

3We use the conventiogl = 0 here.
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where the sum on the LHS is over all clusters incompatible within the polymer
model with the set of polymer§(S). Since the weightg” (A) of the clusters in the
original cluster model are related to the cluster weigHtgA*) in the polymer model
under consideration as

g@y= > 4" (4.170)
A*Z UA,GA*A/:A
we immediately get
> emveatMgha) < 3 ko 2vaslMigh(AT) < a(X) (4171)

A X A*eC(C(9))
A*w X

which is inequality (4.166).
Using the notatiort(X) := z(X) e*X)+(X) and

3x(A)= > J] v (4.172)

AeC(4) YeA
ADX

forany A € P(S) andX € A, inequality (4.167) follows from the next two lemmas.
O

Lemma 4.51. The function3 x (A) satisfies the recurrence inequality

3x(4) < 2(X)exp[ D 3v(A\{X})] (4.173)

Y X
YeA\{X}

Proof. For any cluster\ we splitA \ { X} into connected components, i.e. a family of
clusters(A;), and subsequently write:

3x(=2x) Y I]I] 2™

AEC(A)  j YEA,;
ACA\{X}

o0

oYt Y I Y Im

n=0 = Yi,..Yn€A\{X} j=1 A;CA\[X} YEA;

. Vi V%X A;3Y; (4.174)
=200 ] Y v (X"
n=0 YooX
YeA\{X}
= 2(X) exp[ Z 3y (AN {X})]
YESXO\{{(X}
d
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Lemma 4.52. Assume that

> Y)e'™) < a(X) (4.175)
Y X
Then
3 3v(8) < a(X) (4.176)
Y X

Proof. We prove the inequality
3x(A) < 2(X)e™X) (4.177)

forall A € P(S) and X € A, by induction in the number of polymers in the set
A. Assuming that this bound is satisfied whene\Mér < n, we can estimat® x (A)

for |[A| = n by using Lemma 4.51, condition (4.175), and the induction hypothesis as
follows:

3x(A) < 2(X)exp| Y £(V)e"™)] < 5(X)eN) (4.178)
Y X
As the statement is obvious fod| = 1, the lemma is proven. O

4.15 Appendix on interpolating local limit theorem

We present here a simple general result that can be useful in the situations where a full
local limit theorem statement is not available due to the lack of detailed control on the
dependence among random variables the sum of which is under consideration. For a
detailed explanation of the central and the local limit theorems as well as the analysis
of characteristic functions in the independent case, see e.g. [23]. Here, under only mild
assumptions, we prove an asymptotic upper bound on the probabilities in a regime that
interpolates between the ones of the central and the local limit theorem. Namely, we
have the following result that is a simple generalization of Lemma 5.3 in [28]:

Proposition 4.53. Let (X, ),en be a sequence of random variables and denoté }{y)
the corresponding characteristic functions, (t) = E e?X». If (4,)nen, (6n)nen and
(Tn)nen are strictly positive sequences of reals satisfying the assumptions

ii) There isk > 1 such thatlim,, =0

Ap
k—1
5k 15
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then A
lim 5—” P{as, < X, <b6,} <b—a (4.179)

n—oo n

foranya < b.
Remark 4.54. Note that:

1. Up to a normalization factor, Condition i) of the proposition only requirgsto
be chosen as
Tn -1
Ay = (9([/ dt wn(t)@ ) (4.180)
2. If there ise; such thatA,, 7, < nft eventually inn, then Assumption ii) of the
proposition is satisfied whenev&yr,, > n®2 with a constants > 0.

3. The choic&y,, = A, (if available) gives an upper-bound on the probabilities in
the regime of the central limit theorem. On the other haf)d—= const corre-
sponds to the regime of the local limit theorem. However, for the latter choice it
can be difficult to check the assumptions, and that is why one has to allow for a
sufficient scaling of,,, see Part (2) of this remark.

4, Much more information about the distribution of the random variablesvould
be needed in order to get ahgwer boundson the probabilities (except for the
caser, = oo in which a full local limit theorem can be proven). This is a hard
problem that we do not address here.

Proof. Let sequencegA,,), (1), (6,) be given such that the assumption of the propo-
sition is true and take an arbitrary positive functioe C°°(R) for which i) h(z) = 0
foranyx & (—e,¢) and ii) f_ll dz h(x) = 1. Using the notatiorG,, for the distribu-
tion function of X,,, we consider its ‘regularized versio@,, defined by the Lebesgue
density

1Cnle) _ / Z AGn(y) hn(z — ) (4.181)

whereh,(x) = éh(%). Obviously, ddc_j; € C*(R) and it can be expressed by the
Fourier integral as follows:

dG, 1 [~ . o0 ,
d;l') _ / dte men(t)/ dy eztyhn(y>

21” o0 —oo (4.182)
_ = —itx 7
-5/ e (1) hies,)
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whereh(t) := [°°_dz e h(x) and we have used that, (¢) h(td,) € L' (R) following

from Assumptlon i) of the proposition and from the bourds(¢)|,|A(t )|< 1. More-
over, if k > 1 is such that Assumption ii) holds, then, using the bolir(d)| < c|t|*
which is true with some constaafor all ¢t € R \ {0}, we obtain the estimate

— dG,(z) 1 e .
1 Ap < — lim (A4, dt |1, (t dt |h(tdy,
e /_Tn el [ arlhn)
1 ¢ A,
(4.183)
Finally, by using the inequality
bon 0o
Plad, < Xp <boyt = [ dGa(y) / dz hn(z — y)
adn —00
(b+¢€)dn bon,
< / do / WGy ha(z —y)  (4.184)
(a—¢)dn adn
(b+€)on
< / dGn(z)
(a—€)dn
we get
lim A—P{aé < X, <b6,} < (b—a+2¢) lim supAndGn(x) <b—-a+2e
’ (4.185)
and the proposition follows by taking the linzit— 0. O
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Appendix A

Cluster expansions for Ising-type
models

In this appendix we present more background information about cluster expansions. The
cluster expansion is a frequently used perturbation expansion in statistical mechanics.
There is a vast amount of literature, for reviews see [10, 17, 30, 49, 72, 75] and many
others. First we look at high temperature models and introduce the Mayer expansion
which is an example of a high temperature cluster expansion. Then we look at the low
temperature Ising model for which the objects in the cluster expansion are contours.
Together with this expansion we review the more general setting of the expansion into
polymers. Then we introduce multi-scale methods, which enlarge the area to which the
single cluster expansion is restricted.

A.1 High temperature results

A.1.1 1D Ising model by Mayer expansion

Consider the 1D Ising model without boundary field and with free boundary conditions.

It has as Hamiltonian:
N-—1

—BHN = =8 (0i0i11 — 1) (A1)
=1
As we see from (A.1) the interactions are only between nearest neighboring sites. We
assumes is small so thafl’ = 1/ is large. Every set of broken bonds corresponds
uniquely to two flip-related configurations and —o. We setA; equal to the set of
bondsb = (i,i + 1):
Ap={(i,i+1), 1<i<N -1} (A.2)
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The patrtition function becomes

Zy =2 []exp(-28) (A.3)

BCA, beB

We expand the partition function by the Mayer expansion technique. This technique is
represented by the following identity:

> T (exp fs() = 1) =exp (D fs(4) (A4)

A CNAed ACA

The symbole/ represents a family of mutually different subsdts— A. One uses the
Mayer expansion often for high temperature expansions [72]. When these expansions
are to converge, it is needed that the absolute values of the fungtigrdg become
small for the desired values ¢gf Whend = 1, due to analytic continuation, it gives
a solution everywhere. The expansion is an example of a cluster expansion. We have
used a variant of it in Chapter 4 for high

To apply this technique we first rewrite (A.3) into the form of (A.4):

Zy =2 Z H (exp (log (2% 4+ 1)) — 1) (A5)
BCA, beB

When we compare (A.5) with (A.4) we see the following relations. The\setA, and
the subsetst = {b}, whereb is a bond ofA;. The setseZ are subset®? C A;. The
function f5(A) = f({b}) = log (e =2 + 1) for all bondsb € A,.

Now we apply the Mayer expansion (A.4) to (A.5) and obtain

Zn = 2exp ( 3 log (e + 1)) -9 (e—% + 1) M (A.6)
beA,

So the pressure equals

lim %log Zn =log (e72% +1) = — + log (2 cosh(3)) (A7)

N—oo

A.1.2 Uniqueness of Gibbs measure for high temperature af=1
For more general models one always need some regularity of the interactions.

Definition A.1. An interaction® is called a regular interaction whenever

Vo e Zh: ) [Pallo < C < o0 (A.8)
A>z
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For a subclass of these interactions the following theorem does hold:

Theorem A.2 (Dobrushin uniqueness criterion). Assumebd is a regular interaction.
Whenever it moreover holds:

sup > (JA] = )] @a(0)]loo < 57" (A.9)

T€ Z7° A>dzx
then there is only one limiting infinite-volume Gibbs measure.

So for regular interactions, when the temperatgre is high enough, there is al-
ways an unique Gibbs measure.

Remark A.3. The original uniqueness criterion is stated for slightly more general in-
teractions. It can also be used for getting more information about the unique Gibbs
measure, e.g. its decay of correlations, which goes like the potential. For all of this and
more see [10, 21, 72].

Corollary A.4. Assume’ < 1/2d. Then for thed-dimensional Ising model the Gibbs
measure is unique irrespectively of the 1-site interactions.

Proof. In (A.9) only sets4 are summed withA| > 2. With this condition the interac-
tions of the Ising model only cover bonds j} for which ®; ;; < 1. Then inequality
(A.9) turns into our assumption, whe2d is the number of nearest neighbors. We apply
Theorem A.2 to obtain the result. O

For one-dimensional translational-invariant interactions the criterion for
unigueness turns out to be easier:

Proposition A.5. Assumeb is a regular translational-invariant interaction ofi. Then
for having an unique Gibbs measure at evéry. oo it is sufficient that

Z |¢Ad|i:’m(A) < 0o (A.10)

acl

Corollary A.6. The 1 dimensional Ising modéh.1) has an unique limiting Gibbs
measure fors < oo.

Proof. From (A.1)

—BHN(0) == Y,  ®alo) (A.11)

Ac{1,--,N}
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with

(I)A(O') _ {0'7;0'7;_;,_1 -1 ifA= {’L,’L + 1}, (A12)
0 0 otherwise
In particular® 4 is translational invariant. Without losing generality we assume
N is odd. Then we can translate uniquely every Agtoint-wise by transformation
7: 7(i) =i— (N +1)/2. ThesetV = {1,---, N} translates ta N = {—(N —
1)/2,---,0,--- (N —1)/2}. Now we are allowed to apply the Dobrushin uniqueness
criterion in the above Proposition for the interactidns.

® 4(o0)|diam(A
5o AN < S o)+ B <4 (a1
A>i TA30
so the Gibbs measure is unique. O

A.1.3 High temperature polymer expansions

The above theorems do not state whether or not the free energy is analyfic \When
we restrict to interactions with stronger decay properties it holds (e.g. [72])

Theorem A.7. Assumed(.) is translation invariant and

sup Y JA[F Y| ®(A) o0 < 00 (A.14)
T Ase

Then the corresponding free energy(i§ in the region of(A.9)

When the interaction®(A) have an exponential decay in siz&| the pressure is
analytic and allows for a so-called convergent polymer expansion.

Theorem A.8. Assumed(.) is translation invariant and that there isia> 0 such that

sup »_ e[| ®(A)]lo < " In < 2 ) (A.15)

-Tr
e l1+e

Then the corresponding free energy is analytic in the regiorff09) and so are the
correlation functions.

Having (A.9) is no guarantee for having analyticity. There are examples of non-
translation invariant interaction® for which |®(.)|s is such that Theorem A.2 does
hold, but for which the free energy is not analytic (not even defined). One needs to be
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careful which interactions are taken into account [25]. The class defined by the regular
interactions is too wide to state general results about analyticity.

In high temperature spin systems the spins behave almost independently. Now we
consider the Hamiltonian defined by a more general potefifdl4, o) (free after
[60]). As boundary condition we havedefined onA¢. We define

Definition A.9. The supporSupp(®} (A)) is the union of the setd for which
P (A, op) # 0 for at least one configurationi .

The corresponding expansion is an expansion around the uniform measure over the
spin configurations. Fg# small the proper normalization constant is different from the
low temperature expansion. When we take- 0, the Gibbs measure becomes equal
to the mentioned uniform measure. So the proper normalization is to put the partition
functionZ}] = 1 for 8 = 0. The partition function is equal to

21 — ﬁ Sep(—8 Y #i(A0) (A.16)

ANAFAD

Indeed, when we také — 0 in (A.16) it turns into the partition function of the product
measure over the spins, which is equal to one. Now we see that the Mayer expansion
is in particular very useful for high temperature expansions. When we put (A.4) into
(A.16) we obtain

1 n 1 n
n__ -6 @) (Aon) _ _ —BO (A,on)
ZA_2|A\ Z(e ANAZ0 TALTOA 1)+1_2\A| > > 11 (e AT 1)
oA

A OCSupp @] A€D

(A.17)
This is the proper setting for a polymer expansion. If we rewrite (A.17) we see
Zi= Y w0 (A.18)
dCSupp @}
with
"5 1 if 0=10 A19
wy(9) = ﬁ >on 1aco <e—B<I>X(A,aA) - 1) otherwise (A.19)

Note thatw] (9) can be negative. Furthermore, becafise Supp @}, it is decompos-

able into subsets; such that for ali # j: d(4;, A;) > 1 andw}{(9) = [, w} (4).

This makes the above a polymer model, where the polymers are connected sets of sites
in Supp(®}). When the interaction8®} (A, 04) are exponentially decaying if|
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and is small enough, the polymer expansion and therefore the free energy becomes
analytic uniformly for such a boundary conditignBecause * —1 < 2|z| for |z| < 1

Wl (9)] <2 [] BIR(A)], with |2 (A)] = sup [} (4, 04)) (A.20)
A€d A

Now we can apply the generalized KotgeRreiss Proposition 4.50 (2), which we have
proven in Section 4.14. By this we prove the next proposition.

Proposition A.10. There exists ay > 0 such that if we assume

BI@Y(A)] < exp (—7]Al]), 7> 19 (A.21)
then

sup TR (0] < [ Ao (A.22)

Proof. The condition needed for the generalized Kote€keiss Proposition reads

1
sup 1 eCTIMIgRR (A)] < S|4 (A.23)
AoCSupp(CDX) A76A0

Thenifwetakeb =7 —cid—4=7—19—2

D elrmlidiglal () < Y > e~ Tol Al (A.24)

A Ag xr€Ap A connected: ASx
Because
#{A connectedA > z, |A| = n} < 29" (A.25)
and
#{x € A, z £ A} < 2d|A] (A.26)

if we choosery = (¢; + In2)d + 2, then it holds:

> ermIAGIT (A)] < 2d|Ag| D e BN <
At Ay n=1

| Ao| (A.27)

DN |

i.e. the needed condition (A.23). Now we apply Proposition 4.50, the generalized KP
(2), to condition (A.23) to obtain the result. O

Now we combine Theorem A.8 and above Proposition A.10 and obtain
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Corollary A.11. Assumeb such that for ally and A
Bl@(A)| < exp (—7]A]), 7> 70+ 1 (A.28)

then the Gibbs measure is unique. The free energy is analytic in the reg{®n)f and

so are the correlation functions. The corresponding partition function is given by the
polymer expansion of which the cluster weights satisfy the bounds given by Proposition
A.10.

Proof. The condition (A.28) of the corollary is far in the region of (A.9), so the Gibbs
measure is unique by Theorem A.2. Furthermore Proposition A.10 does hold, giving
the convergent polymer expansion. Now use condition (A.23) which is also true for
anyxr ¢ 7¢if we take Ay = {x}. This makes that condition (A.15) does hold. We
apply Theorem A.15 to obtain the analyticity of the free energy and the correlation
functions. O

A.2 Low temperature expansions of 2D Ising model

A.2.1 Upper bound on the pressure by cluster expansion

As an another example we apply the cluster expansion techniques of the previous chap-
ter to the zero-field@d Ising model with+ boundary conditions, at lo@. The Hamil-
tonian equals

ﬂHAw)ﬂ( Yo (oo -+ Y (oxl>) (A.29)

<z,y>CA <z,y>: x€EA, yeAc

Note that we sum now over,o, — 1 instead ofo,o,. It turns out to be conve-
nient for low temperature expansions. This shifts the energy by a constant, physically
unobservable. In the Gibbs measure the constant also appears in the partition func-
tion, so it cancels. The partition functiofil is obtained by the sum over all possible
configurationsr. The boundary oA we define as

Definition A.12. For a setA C 7?2 the boundanpA C 7Z?* equals
ON={<z,y>" z €A, yeA} (A.30)

An equivalent way of writing the partition functioﬁ’gr is to rewrite it into a sum
over sets of non intersecting contours (see Chapter 2).
We denotel as the set of all contourg C 7Z2*. With this we build the graph
G = (K, ). The vertices are formed by the contogrBetween every pair of vertices
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~ and~’ there is an edge whenevert /. We say thaty £ v whenevery touchesy’.
Because of the rounding corner procedure the intersectigryséit(~))N(~'Ulnt(y))
is either empty or contains at least one dual bond. In other wprdsy’ whenever the
set of the two contour§y, v’} does not correspond to any spin-configuraton

Then we putP(K) as the set of all finite subsets/f For a finite set of sited C 72
the setCy € P(K) is the set of all closed contousC A*UJA. This is because of our
chosen uniformt boundary conditions. The séty is the set of all compatible families
of contours out ofC, . A family 0 of contoursy is compatible whenever

forally € 9: everyy € 9\ yhasy ~~ (A.31)

Or equivalently: the subgrapl, ¢) of G = (K, «¢) only consists of isolated vertices.
With these notions we rewrite the partition functii :

ZE =Y wi(@) =Y [[exp(-281) (A.32)

OCK A 0€Dp v€D

It is the sum over the weights;(0) of every set of contour8, where we have defined
the weightw;(.) as follows:

1. w[V)):

= exp (—=26]7]),

wr(7y)
) = 11,co wi(v) whenevei compatible,
) =

(

wr(y
wr (0
4. wy(0) = 0 whenevel® not compatible.

This representation (A.32) is an example of a so called polymer model. The con-
tours~ form the polymers with the weight;(v). For the more general case we refer
to Section 4.14.

To obtain the thermodynamic properties of the model one needs to calculate or at
least get some bounds on the free endrgyhe limiting free energy is defined as

log Z;+
FIJFA = lim it 1
A—oo |A‘

(A.33)

We see that it is convenient to rewrite the partition functfqr)\ into a product of objects

for which we have good bounds. This we can do by the so called cluster expansion and
we obtain a well controlled expansion for the Z;", . The Mayer expansion is another
example of a cluster expansion. i
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Note that in the partition functioﬁ?jxr (A.32) every set of polymers appears only
once in the sum. There is an equivalent way of cluster expanding where the order of
polymers does matter. Every setropolymers is counted! times. Then in the result-
ing clusters every polymer can appear more than once [17, 30, 72]. For an equivalent
analytic approach but with a different language see [21]. For some extensions see [13].
Our way of cluster expanding is due to Kotgcand Preiss [50] and reduces a lot of
combinatorics.

When we cluster expand equation (A.32) E)/‘f it results into

log Zfy = Y ¢ (C) (A.34)
Cecy

The weightsp™ (C) we call cluster weights. They are given by théus inversion
formula

6" ()= Y (-1)Nog (Y ] exn(-28) (A.35)

occC o'co  yed
o’ compatible

The set?, is the set of all clusters frorit,. ClustersC here are sets of contours such
that every contour in it is incompatible with at least one other contour from the cluster.
Furthermore any clust&r does not contain two or more mutual compatible clusters.

The clusters can be of any shape. Some are like a chain: they contain many contours
and are very long but not very wide. Others are more like a ball: they consist of a bunch
of contours which are not going far from each other.

It is easy to see that

Lemma A.13.
¢ (C) = 0, wheneveC is not a cluster

Proof. Note that the number @ C C'is even (we also courdt = () andd = C). So

S (1)l =g (A.36)

ocC

This makesp™ (C') zero whenevet” is not a cluster; ifC' is not a cluster the@ =
C1 U Cy with Cy ~ C5. By the Mobius inversion formula

¢H(C)= Y ()M Y (1) log Z(01) +10g Z(02))  (A3T)
01 CC1 02CCo
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where

log Z(0;) = log ( Z H exp (—206|7]) ) (A.38)
' Co; yed’
0’ compatible
Using (A.36)
> (—1)/@\Plog Z(0y) =log Z(91) Y (-1)/\%l =0 (A.39)
02CCh 02CCo

because of independence @n Then

¢ (C) = (A37)= > (—1I%L N (—)lO\log Z(8,) =0 (A.40)
02CCo 01CCh

O]

For estimates on the cluster weight$ (C') we need to fulfill the Koteck-Preiss
criterion. Then there is an uniform exponential bound. In our case it reads basically

Proposition A.14. Suppose that for a positive functigi3) it holds

sup > exp [(f(B) + )| exp (—28]7]) < |l (A.41)
WOEKA’W?&’YO
Then
sup Y exp (F(B)ICN)IT(C)] < ol (A42)
’YOEICA cee

C%v0

We have puta(y) = |y| and f(3)|v] = b(y). Finally we have se}_ . b(vy) =
> vec F(B)v] = f(B8)|C|. For the more general case we refer to Proposition 4.50 part
(1).

Using this Proposition it holds

Corollary A.15. For § large enough there exists a constaptsuch that for any: € A

sup  »_ exp[(28 — co)|Clll¢T(C) <1 (A.43)
YELA  cee
Int(C)>3z

Proof. By using Lemma 4.11 we prove this Proposition in the same way as we have
proven Proposition 4.12. For any constastt holds:

sup Zexp (26 — o + 1) exp (—26]7]) <Zexp (co—c1—1)n] <
X EA*,Ysz* n=4
(

> o=

A4)
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whency > ¢ + 2. Because the number of dual bonds of a contour equals it length the
condition does hold for applying Proposition A.14. Now chogg@s the contour with

|70| = 4 andInt() > x. Becausey, contains 4 dual bonds the corollary follows by
above Proposition A.14. O

A.2.2 Site percolation

Now consider the following model on the lattiG. Take the finite se\. Associate
with every sitei € A the unit cube with site in its center. We denote this unit cube also
by i. To every cube there is a variable; which can be) or 1. Now we denote by
the setA = {i € A : o; = 1}. Every configurationr has an unique corresponding set
A. The weight ofs we put equal tavs(A) = exp (—80|A|) andw,(0) = 1. Note that
this model is equivalent to independent site-percolation avith p = exp (—87).

The resulting partition function we obtain by summing over the weights of all sub-
sets ofA. This is equivalent with the sum over all possible configurationk is equal

to
Zoa=> wy(A) =Y J[exp(=88)=>_ exp (-84 (A.45)
ACA ACAzeA ACA
Now we expand the partition functiafi; , by the Mayer expansion technique. Us-
ing (A.4) in (A.45) we obtain

|A]
Z&A:ZH(exp(log 804 1)— )—exp(Zlog 864—1) (1—1—6_86)

ACAzeA TzEA
(A.46)

Polymer representation

The above model has a polymer representatioanThe polymers are the unit cubes
z. Cubez £ y if and only the associated sitesandy are nearest neighbors. For the
cluster modelve define the weightti’(A) of a set of mutually different polymers as
W(A) = exp (—80|A|). Because for instance({z,y}) # 0 for x ¢ y this model is
not a polymer model. The partition functidfy: o of this cluster model equals

Zoa =Y w(A) =Y exp(-8B|A|) = Z,A (A.47)

ACA ACA

As mentioned in Section 4.14 we have an equivalent representation which turns the
cluster model into @olymer modelNow the polymers are formed by the clusters of unit
cubese. Each polymer one can associate with a connected set of sifiés Any family
of mutual compatible polymers corresponds uniquely to a set of sitg&$ which is in
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general not connected anymore. We define the waightl) = [, 4 exp (—=80]al),
wherea is a connected set, whenever we can decompbgeto mutual compatible
connected setg and W (.) = 0 otherwise. Then the partition functiafi, , of this
polymer model is equal to

Zon=Y_ [IW@) =>_ [ exp(-88lal) = Y exp (—8B|A|) = Zoa

ACAacA ACAa€eA ACA
(A.48)

A.3 Nature of the clusters

In Subsection A.2.1 we have derived a cluster expansion for the 2D Ising model. Now
we consider this expansion in more detail to obtain an lower bound. For large efiough

Zfy = exp( 3 ¢+(C)) (A.49)

Cecy

Because of the product structure of the cluster expansioffqr

Zfy = exp ( 3 ¢+((J)) exp ( 3 ¢+(0)) (A.50)
C1=1 (oiss

For clustersC with |C| = 4 the cluster weights arg* (C) = log (1 + ¢~8%), compare
(A.35). Clusters witHC'| = 4 do contain only one contour which encloses one site. We
can associate these clusters with the sites.doFhis provides

exp( 3 ¢+(C)) - (1+e*8/3)m' = 7oA (A.51)

ceey
|C|=4
We see that, when we sum the cluster weights and take the exponential, we obtain the
same expression as for the partition function (A.45) of the site percolation model with
p=e
Intuitively (A.51) seems to be a lower bound er;“ , because less clusters are
summed over. However in general the weight of a clu$(efi’) can be negative. So
the factor onij in (A.50) coming from the exponential of the sum over the remaining
clustersC with |C| > 6 does not need to be at least 1. By a more careful analysis we
can show that the cluster-expansion part formed by the cluSterish |C| = 4, making
up Zs A, is indeed a lower bound for the pressure. This is even true for gmalhere
the total cluster expansion diverges:
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Lemma A.16. For any3 > 0
ZS,A < Z?_A (A52)

Proof. Each setA we can uniquely decompose in mutually compatible subdets
which are clusters of cubes. Denotedyy; the boundary of the set$;. This boundary
consists only of closed curvesin A* U OA.

Now we compare the site model to the 2d-Ising model. Take a finite set of sites
A C 72. Consider a set of cubeswith AN A¢ = 0. Every sitei € A which is covered
by a unit cube in setA we give the spirr; = —1. The boundary of the unit cubeve
denote byi. The spins outsiddl we set tas; = +1.

The closed curves which make the bound&ry are the contours, which are
formed by the broken bonds in* U 0A. So for every spin configuration we have
two equivalent representations. The site representation is byAadaetubes, the Ising
representation is by a séf} = 90A of contours.

The Ising weight of this configuratioA equalsw;(A) = wr(0A) andw(0A) =
exp (=26, a4 |7])- Comparing it with the site-model weight, whichuig(A4) =
exp (28 ;4 10i]), we see thats(A) < wr(A). Inthe 2d Ising model only the dual
bonds formingd A are accounted for in the weight of But in the site model all the
dual bonds irdi of every cube € A are accounted for. O

Bond percolation

We have analyzed the part Bf;*A coming from the single-site enclosing clusters. Now
we look at the clusters WltItC] = 6. These clusters encloses two sites and contain
only one contour. So these clusters we can associate with the bands,: the set
containing all nearest neighbor bondsAn When we take the exponential of the sum
of the corresponding cluster weights we obtain

(5 o) () -

Celp

|C|=6

ST (exp(log —126 4 1) — ) S IIe ' =2 (A53)
ACA, beA ACA, beA

This is the partition function for independent 2d bond percolation wite: e~127,
Together with the site-percolation parthfA we see

Ziy = ZspZpnexp ( > ¢+(C)> (A.54)
Cecp
C1>5

135



More general clusters

For the remaining clusters, which hgs| > 8, it can happen that the cluster weight
becomes negative. Now a particular length corresponds to more classes of clusters.
For instance the clusters with'| = 8 we can divide in two classes. First there is the
cluster which encloses three or four sites and therefore contains only one contour. The
corresponding weight i&g (1 + exp (—16/3)). But now a cluste€ can also consists of

two contoursy, " which enclose two adjacent sites. Then the weight becomes negative:
¢t (C) =log (1 + 2exp (—83))—2log (1 + exp (—84)) < 0. Furthermore we see that

6(C) = Olexp (—168)) = Olexp (~26]C))-

Bounds for pressure

Now we apply (A.15) to the cluster part of (A.54) to obtain an upper bound. When we
combine it with the lower bound (A.46) of the two previous sections we obtain for the
free energy for large enough

logZ]JrA
Al

<log (1+e %) 4 2log (1 + e '?%) + O(exp (—160))

(A.55)
Note that the lower bound does hold for ailyBy symmetry the same holds fdriA,
which means we have proven:

log (1 + e %) <

Proposition A.17. For the 2d-Ising model with uniform + or - boundary conditions it
holds forg large enough
log Z;EA

Al

= O(exp (—80)) (A.56)

A.4  Multi-scale expansion for random systems

Until now in this chapter no randomness has been involved. Now we consider models
which contain some randomnessand see if or in what way we still can apply the
expansion techniques just introduced to the partition functions which now depend on
Often they fail to behave in a controllable way. A more powerful expansion technique
is needed. The set of bad polymers are the polymers which decay too slow compared to
their volume size. These are responsible for the failure of the single cluster expansion.
When the set of bad behaving polymers is small enough then the disorder functions like
a small perturbation of the ordered model. For this setting the multi-scale expansion
is invented. Even when the set of bad behaving polymers still contains polymers of
logarithmic order in the system size, when this size is going to infinity we can use the
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multi-scale expansion. However the probability of having these bad polymers must be
very small and decrease fast enough when the volume size diverges.

For this multi-scale expansion we need to sort all polymers into classes. Each class
consists of only sufficiently bad polymers for which the damping of the weights rela-
tively to the size of the bad polymers lays in a carefully chosen interval. In this way the
small probability inn of a polymer being in this class should balance the relatively large
weight of the class in the sense of the Gibbs measure.

The remaining polymers which decay fast enough we treat in step zero of the ex-
pansion. This gives a partial cluster expansion consisting out of so called zero-clusters.
Afterward the multi-scale expansion is performed by expanding step by step the bad
polymers. After every step the bad contours appearing in a single class are expanded,
together with the interaction with the clusters coming from the previous steps including
the zero clusters.

The multi-scale technique originated from the KAM-theory, which originated in
classical mechanics. The unperturbed system there is rewritable as a so-called inte-
grable systeni¢, I) € T" x R™ with action variabled; and angle variableg;. The
Hamiltonian depends on the action variables only. The action varidpbeg constant
in time. The angle variableg;(t) have as derivatives time-independent frequencies
w;. When these frequencies are rationally independent then the motion is called quasi-
periodic. During time the trajectory fills up dense the invariant i

KAM-theory deals with small perturbations of the Hamiltonian of the fdii{I) +
eHg(f, 5). The frequencies need to be sufficiently non-rational, i.e. so-called diophan-
tine conditions need to hold. Then, when the perturbafionis small enough, for a
large-measure set of action variablethe guasi-periodic tori present in the unperturbed
system will be present in the perturbed system, although slightly deformed [4].

When we apply the KAM-theory directly, usually we have unsatisfactory restric-
tions. It can be improved significantly by performing first a couple of renormalizations
on the Hamiltonian. It is written as a simplified Hamiltonian plus a perturbation. This
perturbation gets smaller after each renormalization. These renormalizations are the
multi-scale type of expansions appearing in the KAM-theory, e.g. [16].

In statistical physics a single cluster expansion (or more generally: the Pirogov-
Sinai theory when more ground states are involved) can only be used whenever we have
uniform decay in the polymer weights. Equivalently we needR&ierls conditionto
be fulfilled:

Condition A.18 (Peierls). There exists a > 0 independent of any polymer such that
for all polymersy

W () < exp (—76]v]) (A.57)

By || we denote the area which makes up polymeFor usual Ising contours this
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is equal to the length of. This Peierls condition is an uniform condition on the decay of
polymer weights. Because of the randomness, in general this uniformity does not hold.
However often it holds foalmostall polymers withr depending on the randomness.

Then, because of the almost uniform decay, the model with disgrdeems to be
a perturbation of the model without the disorderHowever, the perturbation can be
big on all scales; for every scale there are unbalanced contowtsch do violate the
Peierls condition (A.57). They appear only with small and fast decaying probability in
|v|. This is also the setting in the random boundary field Ising model we have treated
in Chapter 4; there the disorder is present on all scales and the multi-scale technique is
very useful.

Now we restrict ourselves to systems of contours on a laffite First we have
to distinguish the contours which are well enough damped to be expanded in the 0-th
step. For this extend we define a cut-off sciale Every contour of which the weight
W(v) < exp (—|v|/lo) we call balanced.

Equivalently:

Definition A.19. A contour- is called balanced, whenevéA.57) does hold forr =
1/lp. Itis called unbalanced otherwise. The #&}, is the set of all balanced contours
restricted toA

It is needed that the set of balanced contours is large compared to the rest. Other-
wise the model is not treatable by a perturbational multi-scale expansion. So we need
strong large deviation estimates of the type of Proposition 4.20, which ensure that the
fraction of the total domain of the aggregates of the unbalanced contours is going to zero
when the volume gets large for almostall This total domain also covers the clusters
inside the renormalized weights. Note that this region is larger than the union of the
interiors of the unbalanced contours. Because these estimates are intimately related to
the construction of the regioris; ,, it is in general highly non-trivial to obtain useful
upper bounds.

Assumingn is in the mentioned set of measure 1, we perform the multi-scale ex-
pansion. First we expand the set of balanced contours by a single cluster expansion, the
zeroth step:

interaction O-clusters

23 =228 (exp (Y 08(0))) _, = 23"z} (A.58)
ceel A
Cd
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where

237 = exp (=E'(0)) exp (D 63(C)) (A.59)

. . 7]
(-configuration Cegy

expansion cluster weights

and

= S IIrmn 2= X [I0m a6

>t 9egn, Ted deg, Te€d

As before we have denotet} as the set of all clusters of balanced contours. We call its
elements O-clusters aidl’ ; is the set of all families of compatible unbalanced contours.
The mearx . >, represents the dependence between the balanced and the unbalanced
contours. The measurﬁ0 is localized on the unexpanded ph&rt Ky, which is formed

by the unbalanced contours.

However, because the gét\ K is still relatively large, we have not enough control
over Z,"". It is not possible to cluster exparf}’”’ by a convergent single-step cluster
expansion. We need to define a cut-off scale With this cut off scale we separate
the class of unbalanced contours, which behave well enough to expand in the first step.
Because of the cluster interactions we also need that this class is not too close to the
remaining unbalanced contours. The union of the first step contours is formed by the
setK].

Afterwards, the unexpanded pdet\ (o U K;) is further localized, allowing to
separate a second class of contokigswith less decay. After the separation of the
contours inkC; the partition functionZ{7 turns into

zi="Y [lrmen( Y ¢©@) X [Trmen( Y @)

o€z Ted ceey 0'e 7] T'eot cecd
Cd cdl, C~o
only expandable in higher steps this we will expand now

(A.61)

After the first step expansion as in Section 4.8 it becomes

Zi=exp( Y wlD) [[2.z(ew (- X 01@)) ., (A62)
DeD] o cce;é’ A

byproduct

normalization
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When we compare (A.62) with (A.60) we see that the not expanded part changes from

Zi(ew (= X )  ozi(en(- Y HO))
ceel A ceel A
Crd, 0eD Crd, 9eD7
(A.63)
It has become more localized. After the first step expansion the unexpanded part

has been restricted froid \ Ky to K \ (Ko U K1). Then, if we expand further until we
are finished with highly localized terms, after several steps finally we end up with an
unexpanded term like

Zi(exp (= > oL(0)) (A.64)
ceel, YA
Crd, 9D L,
If we have chosen the cut-off scalésand the renormalization scalds carefully
enough, the sum of these terms should be small compared to the sum of the remain-
der. Furthermore for the cluster expansiongji{D) to have a well controlled behavior
like in Proposition 4.24, we need the following. The numblegsL; should be large
compared to the volume size of any compon€py,. Otherwise the cluster expansions
tend to diverge in;. In general the siz¢X; | has a polynomial upper bound in
However the renormalization scalés should not be too large, because otherwise the
large deviation estimates @\ Xy go down and the normalized partition functiaﬁga
diverge too fast.
In the random boundary field Ising model we have treated in Chapter 4 we end up

with the interactions with and between the corner componknts. As Proposition
4.25 and Lemma 4.26 show, the sum of these unexpanded terms is indeed small com-
pared to the sum of the remainder. EAjf we can only use rough estimates, because of
the ill behavior of the involved contours. However, the are&gf is small compared
to the complete volumd, which is enough to compensate the lack of control over the
corner-aggregate terms.
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Samenvatting

Denk eens aan een rivier, voortdurend stromende volgt hij zijn weg. De aard van de
stroom verandert niet: het water van de rivier volgt altijd de weg van de minste weer-
stand. Stel jgeens voor dat het hard regent, het waterpeil van de rivier wordt hoger en
hoger. Dan, opeens, is het water zo hoog gestegen dat de oevers overstromen. Daardoor
kan het water in de nabijgelegen weilanden vioeien. Het zal nu wel even duren voordat
de rivier zich heeft aangepast aan deze nieuwe situatie.

In de statistische fysica proberen we natuurlijke processen te modelleren. In het
bijzonder proberen we de verbinding te leggen tussen de micro- en macroscopische
eigenschappen. Voor de rivier koppelen we de globale stroming aan de beweging van
de watermoleculen. Sommige universele wetten, betreffende enige globale (= macro-
scopische) kenmerken, beschrijven de algemene eigenschappen van de rivier, dit on-
danks dat er een enorme hoeveelheid aan watermoleculen bij betrokken is. Daartoe
gebruiken we kanstheoretische methoden (stochastiek) nodig om toe te passen op de
onderliggende microscopische differentiaalvergelijkingen waaruit de beweging van de
watermoleculen volgt. Als we dan kijken naar de macroscopische eigenschappen, weten
we het globale gedrag van de rivier. Dit globale gedrag kan worden beschreven door
vergelijkingen die alleen afhankelijk zijn van macroscopische eigenschappen. Het on-
derliggende microscopische deel is verdwenen door onze toegepaste stochastiek.

We pakken eens een dobbelsteen waarmee we een paar van de betrokken stochas-
tische principes gaan demonstreren. Zoals we weten, hebben we dezelfde kans om een
1 of een 6 te gooien. Maar door ervaring weten we dat na een klein aantal worpen,
de ontstaneelatieve frequentiesan de gegooide cijfers, significant van elkaar kunnen
verschillen. Alleen als we een dobbelsteen heel vaak gooien, zullen de ontstane relatieve
frequenties meer en meer gelijk worden. Hetzelfde resultaat verkrijgen we wanneer we
in plaats varéén dobbelsteen heel vaak, een heleboel dobbelstenen tegelijk gooien en
dan pas te kijken naar de relatieve cijferfrequentie. Natuurlijk, het is evident dat met
een dobbelsteen 1000 keer gooien, hetzelfde is als met 1000 dobbelstenkeer
gooien. Uiteindelijk zal de relatieve frequentie van elk van de zes cié‘emaderen:
gemiddeld komt elk cijfer een keer voorbij als we een dobbelsteen zes keer gooien.
Deze relatieve frequentie wordt soms ook wekd@sop het cijffer genoemd. Met een
kortere notatie noteren we dit al¥(i). Voor elk cijferi op onze dobbelsteen geldt dat
P(i) = ¢. De functie die aan elk cijfer de bijbehorende kans toekent, noemen we de
waarschijnlijkheidsverdelingan de eigenschap.

Al de materie om ons heen bestaat uit atomen. Elke gram van materie bevat zo

%1k heb bewust gekozen voor een informeel getinte samenvatting. Wanneer U niet wenst getutoyeerd te
worden dan mag U in plaats van je U lezen.
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rond del10?3 atomen. Vaak kijkt men naar een collectie van een aantal globale (bulk)
eigenschappen als toevoeging bij de atomaire eigenschappen. In de beschrijving van
de materie beschrijven alle atomen bij elkaar met de bovengenoemde globale eigen-
schappen hetysteemElke bepaalde realisatie van de bijbehorende atomaire waarden
noemen we deonfiguratievan het systeem. Het bepalen van de configuratie heeft wel
wat weg van het igén keer gooien vaih0?® dobbelstenen.

Stel je nu voor dat je een macroscopische eigenschap wil meten, bijvoorbeeld de
gemiddelde dichtheid. Omdat het aantal atomen heel groot is, is er geen noodzaak omin
de waarschijnlijkheidsverdeling van de atomaire waarden de posities van alle afzonder-
liike atomen bij te houden. Bij de rivier is de tijd die de globale aanpassingen in beslag
nemen extreem lang, als je het vergelijkt met de tijdschaal van de lokale beweging van
de watermoleculen. De manier waarop de eigenschappen van het systeem evolueren,
noemen we ddynamicavan het systeem. In het globale gedrag van de stroming van de
rivier zijn de microscopische bewegingen van de watermoleculen uitgemiddeld.

Neurale netwerken

Het eerste onderwerp van het proefschrift is over een model dat zijn oorsprong heeft in
de theorie van neurale netwerken. In het bijzonder willen we graag het begrip geheugen
beter begrijpen. Onze hersenen zijn opgebouwd uit biljoenen neuronen die op een zeer
complexe manier met elkaar verbonden zijn. Deze structuur noemen weeasal
netwerk Het is moeilijk om rechtstreeks dit netwerk te bestuderen, omdat er in een re-
latief klein gebied erg veel neuronen betrokken zijn. Om te begrijpen hoe het geheugen
werkt, is een gebruikelijke methode om een simpeler model te construeren dat nog
steeds de hoofdkenmerken van het geheugen bevat. Net zoals het neurale netwerk van
de hersenen moet het model voldoende robuust zijn: als er tussen neuronen signalen
worden doorgestuurd dan kunnen er altijd kleine afwijkingen ontstaan. De hersenen
Zijn in staat om van het licht vervormde signaal de ruis te verwijderen en zo het pure
signaal te reconstrueren. Voor een goed globaal overzicht van neurale netwerken zie
[19]. Een neuron is opgebouwd uit drie delen: het cellichaam, de dendrieten en het
axon, zie Figuur A.1. De dendrieten hebben een boomachtige vertakte structuur en zijn
verbonden aan het cellichaam. Het axon is de enige uitgaande verbinding van het neu-
ron. Aan het einde van het axon vertakt het zich en is het verbonden aan de dendrieten
van de andere neuronen via synapsen. Tussen het uiteinde van elke tak en dendriet zit
een smalle ruimte: de synapsspleet.

Neuronen communiceren met andere neuronen via elektrische signalen. De weg
die het elektrische signaal aflegt van een neuroaar een neurop is als volgt, zie
Figuur A.2. Eerst stroomt het signaal vanuit het cellichaam van neumomet axon
dat verbonden is met neurgn Dit is hetoutputsignaal van neurofl Als het signaal
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Figuur A.1: Componenten van een Figuur A.2: De synapsovergenomen
neuron(overgenomen uit [19]) uit [19])

bij het einde van het axon komt, dan geeft het axon neurotransmitters af aan de synaps-

spleet. Dan worden de neurotransmitters door de receptoren aan de dendriet van neuron
j terugvertaald naar een elektrisch signaal. Er zijn verscheidene soorten neurotransmit-

ters. Sommige versterken het binnenkomende signaal voordat het naar de dendrieten
gaat van andere neuronen, en andere verzwakken het.

Dit uiteindelijke signaal dat door de receptoren van neyrgeproduceerd wordt,
noemen we henput-signaal van neurohnaar neurory. Uiteindelijk komt het signaal
aan in het cellichaam van neurgnin het cellichaam van neurghkomen alle inputs
bij elkaar. De cel verwerkt de inputs (die we wiskundig modelleren door het uitvoeren
van eengewogen sojn Dat noemen we diotale inputh; van neurory. Afhankelijk
van de uitkomst, zendt het cellichaam een nieuw signaal uit dat gaat naar het axon van
neuronj, zodat het doorgestuurd kan worden naar andere neuronen. Dit noemen we de
output of detoestandvan neurory.

Om een bruikbaar model te maken dat gebaseerd is op deze neurale processen is het
nodig om enige flinke vereenvoudigingen door te voeren. Als eerste vereenvoudiging
nemen we aan dat elk neuron interactie heeft met elk ander neuron: het neurale netwerk
is volledig verbonden Verder nemen we aan dat elk neuron slechts twee mogelijke
outputs heeft. We schrijves; als we de toestand van neurbbedoelens; = +1 als
hetgeexciteerdis eno; = —1 als het zich in deusttoestandevindt. Ook nemen we
aan dat het signaal niet verandert wanneer het door de synapsspleet gaat. Hierdoor is de
input naar neurorj die komt van neuroi gelijk aan de output; van neuron die gaat
naar neurorj.

Om de dynamica van ons model te modelleren, introduceren we de tijd elke
tijdperiode vanAt (met A zeer klein) veranderen we tegelijkertijd de output van elk
neuron. Het verwerkingsproces van het cellichaam modelleren we door twee stappen:

1. Op tijdstipt vermenigvuldigen we elke binnenkomende input van de andere neuronen
met een gewicht. Hierover nemen we de som over alle neuronen (behalve pguden
resultaat is de totale input; (¢) op tijdstipt.

2. De outputo;(t + At) van neuronj op tijdstip ¢ + At is de uitkomst van een waar-
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totale inputh; (t):
gewogersom |—
over alle outputs

output neurory op tijdstipt + At:
resultaat stochastische wet bp(t)

output van alle neu-
ronen op tijdstipt

Figuur A.3: Dynamica van het neurale netwerk model

schijnlijkheidsverdeling over de twee mogelijke neuron toestanden. Deze verdeling komt
tot stand met behulp van een stochastische weéi;¢6f.

We nemen aan dat de cellichamen van de neuronen de verbindingen op een sym-
metrische manier behandelen: het gewicht dat neyraan de input van neuroin
toekent, is gelijk aan het gewicht dat neuricaan de input van neurghtoekent. In
realistische neurale netwerken geldt deze interactiesymmetrie in het algemeen niet.
Figuur A.3 vat de dynamica van ons model nog eens samen.

De stabiele configuraties onder deze dynamica vormegdtetugervan het sys-
teem. Stabiel betekent dat als je begint met een stabiele configuratie dat het systeem
alleen in configuraties terecht komt die er heel erg veel op lijken (wat neuronconfi-
guraties betreft). Door het kiezen van geschikte gewichten kunnen we de dynamica zo
afstellen dat het geheugen wordt gevormd door een eindig aamabraf geselecteerde
neuron configuratie§™, die we ook wepatronennoemen.

De stochastische wet hangt af van een paranietdde inversel’ = 1/ hiervan
heettemperatuur Als parametep groot is, dan heeft het neuron een sterke neiging (een
grote kans) om gelijk te worden aan het teken van zijn totale input. Waaezindig
nadert, dan verandert de stochastische wet in een deterministische. Als we dan een
configuratie nemen die dicht genoeg bij bijvoorbe€ld ligt, dan evolueert het systeem
naar configuraties die gelijk zijn aan het patr@dh. Met andere woorden: het neurale
netwerkherinnertzich de configurati€(!) vanuit zijn geheugen. Dit betekent dat de
neuron configuratie gelijk wordt agt) en dat daarna het systeem in deze configuratie
blijft, zie Sectie 2.3.2.

Om de capaciteit van het geheugen te vergroten, kun je natuurlijk de generalisatie
maken naar een hoger aanjalan mogelijke neuron toestanden. Maken we in boven-
staand model deze generalisatie n@aar 2 dan noemen we het ontstane model het
Potts-Hopfield model.

In het model dat we in Hoofdstuk 3 hebben behandeld, kiezen we de gewichten in
de totale inputs op een andere manier. Hiervoor moeten we eerst voor elk neuron een
verzameling varp continue variabelelzji(p) definiéren: de patronen. We nemen een
willekeurig gekozen realisatie van deze variabelen. Ze hebben een Gaussische verde-
ling. Met de waarden van de iproduceerde patrone&jj) stellen we de gewichten
voor de totale input vast. De gewichten van de totale input bepalen we door twee van
deze Gaussische patronen. Het aantal mogelijke toestanden per neuron zetten we vast
op drie.
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Als we het aantal neuronen laten toenemen, dan gebeurt het volgende indien het
aantal groot genoeg is: voor elk gegeven aantal van neuronen concentreert het geheugen
zich rond zes neuron configuraties. Deze configuraties zijn aan elkaar gerelateerd door
middel van een discrete symmetrie. Bij elke neuron configuratie hoort een punt in de
macroscopische ruimte die wordt opgebouwd door enige macroscopische variabelen.
De zes stabiele neuron configuraties zijn te verdelen in paren van lijnrecht tegenover
elkaar staande punten. Als we het aantal neuronen laten toenemen, zie je altijd de dis-
crete symmetrie terug. Als je echter kijkt naar de plaats van de zes neuron configuraties
dan draaien ze rond op drie cirkels naarmate het aantal neuronen groter wordt. Dit is
nader uitgewerkt in Hoofdstuk 3. In de rij van groeiende neuron aantallen vullen de
optredende neuron configuraties met elkaar op een regelmatige uniforme wijze de drie
cirkels op in de eerdergenoemde macroscopische ruimte.

Ferromagneten

Het andere onderwerp van het proefschrift betreft een beroemd model voor magnetische
materialen: het Ising model. In het algemeen zijn er vele soorten magnetisme. De zo-
genaamdgaramagnetezijn metalen die alleen gemagnetiseerd zijn, wanneer we een
extern veld aanbrengen. Een ander belangrijk type metaal zigraemagnetenDeze
metalen behouden hun magnetisatie, zodra ze blootgesteld zijn aan een magnetisch veld.
Als we het metaal verwarmen, dan verdwijnt uiteindelijk dit effect: het metaal gedraagt
zich als een paramagneet. Voor meer uitgebreide informatie over magnetisme zie [46].

Ising modellen

Het Ising model is een model voor een ferromagneet. Om dit aannemelijk te maken,
hebben we een aantal aannames nodig. We nemen aan dat de niet gepaarde elektronen in
de buitenste schelokaliseerdijn: d.w.z. sterk gebonden aan de bijbehorende atomen.
Alleen deze ongepaarde elektronen zijn verantwoordelijk voor het magnetisme. In het
Ising model nemen we aan dat voor elk atoom er maar een niet gepaarde elektron in de
buitenste schil zich bevindt.

Elke elektron heeft een intrinsiek hoekmomesgin Deze spin is verantwoordelijk
voor een magnetisch moment. Dankzij de quantummechanica kan de spin slechts twee
oriéntaties t.o.v. dit magnetische moment heblmmen neer[5]. Met enig misbruik
van notatie noemen we dezeé@ntaties devaardenvan de spin. Vanwege de aanname
over het aantal ongepaarde elektronen hebben we voor de totale spin per atoom ook
maar twee ointaties. De meeste metalen hebben meerédanongepaard elektron
in de buitenste schil. Deze metalen kunnen dan ook meer dan tweeaties hebben
voor de totale spin per atoom. De meeste vaste materialen hebben een kristalstructuur:
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de atomen, of ionen of moleculen liggen in een regelmatig herhaald 3 dimensionaal
patroon. Dit maakt een aantal spinénrtaties qua energie voordelig.

In magnetiseerbare materialen is het metaal onderverdeeld in domeinen met een
netto magnetische lading. De overgangsgebieden tussen deze domeinen noemen we
domain walls[46]. Het Ising model heeft alleen configuraties waar twee naast elkaar
gelegen elektronen gelijke of tegenovergestelde spins hebben. Als er een domain wall
is, dan is de dikte ervan automatisch nul.

De interacties tussen de gelokaliseerde elektronen worden ook Wetids inter-
actiesgenoemd. In het algemeen komen twee types van interacties regelmatig voor:
naaste-buuren mean-field Voor mean-field interacties zijn de interacties tussen elk
paar van atomen gelijk aan elkaar. In het Ising model beperken we ons tot naaste buur
interacties. Dit houdt in dat we aannemen dat al de overige interacties tussen de elek-
tronen nul zijn. Dit is een goede benadering voor de lanthaniden groep (een bepaalde
groep van elementen). Ondanks dat het een simpel model is en voor andere magneti-
sche metalen op zijn hoogst een ruwe benadering, is het een erg succesvol model. Het
beschrijft het fenomeen van fase overgang (denk aan de overgang vloeilgas) en
wordt gebruikt in allerlei praktische toepassingen. Bovendien is het exact oplosbaar in
1 en 2 dimensies.

Nu geven we een wiskundige beschrijving van het model. Pak een stuk rooster-
papier. Elke punt waar een verticale lijn een horizontale lijn kruist noemen we een
site. De horizontale en verticale lijnstukken die beginnen bij een site en stoppen bij de
dichtstbijzijnde kruising noemen weonds Op elke sitei bevindt zich een atoom dat
een netto spin heeft, met twee mogelijkeéntiaties ten opzichte van de spins van de
andere atomen die we aangeven met= +1 (spin 'op’) eno; = —1 (spin 'neer’).

Zowel het atoom als de bijbehorende spinwaarden noemespineln ons geval is de
spinconfiguratier een array, die de spinwaardenvan elke site bevat.

Tussen elke naaste-buur spinpaar is eriep@ractie

Ez“]' = —Boi0; = Joo;j (A.65)
We noemen deze interactie ook welideeractie-energigussen de atomen op siten
j. Deenergievan een configuratie is het totaal van de interactie-en&ngibe variabele
g is afhankelijk van het type materiaal waar we naar aan het kijken zijn. Deze interac-
ties bepalen de waarschijnlijkheden van de configuraties. In ferromagneten hebben de
naaste-buur spins de neiging om gelijke waarden te hebben. Daarom kiezen we de in-
teracties in het model zo, dat de kans groter is dat dit zo is: we ndmefl. Hoe hoger
de energie des te lager de kans is op de configuratie. De kans op een configuratie is
P(o) = exp (B3, 0i0;) _ &b (=2, E) (A.66)

Z(o) Z(o)
met Z (o) de som van de noemer over alle configuraties. We zien dat naarmate de
temperatuur daalt, de interactie (A.65) sterker wordt. Dan is het extra waarschijnlijk
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dat naaste-buur spins dezelfde spinwaarde hebben. Met (A.66) zien we meteen dat
voor 7' = 0 slechts twee configuraties met minimale energie positieve kans hebben:
elke spin heeft dezelfde waarde. Voor zeer hoge temperatuur heeft elke configuratie
gelijke kans. Dan gedraagt het model zich als een paramagneet. De temperatuur is
dus een maat van wanorde in het systeem. Voor lage temperaturen hebben de meeste
spins gelijke waarden ten opzichte elkaar, voor hoge temperaturen zijn de waarden min
of meer willekeurig verdeeld. In het proefschrift hebben we gekeken naar het meest
interessante deelgebied van het Ising model: lage temperatuur en ferromagnetisch.

We hebben tot nu toe niet naar de omgeving gekeken. Als de energie van het systeem
onafhankelijk is van zijn omgeving, zeggen we dat het systadmrandvoorwaarden
heeft. Maar wat gebeurt er als de omgeving bestaat uit een ander materiaal met een
vooraf gekozen spinconfiguratie? De waarden van de spins bij de rand voelen nu ook
de invloed van de naaste buur spins van het andere materiaal.

In het algemeen bevat een stuk metaal een heleboel atomen. Een gram bevat al
rond de10?® atomen. We willen graag naar volumes kijken van die orde van grote.
We meten in aantallen atomen, dus ook de volumegrootte is in de ordé@¥arEerst
kijken we naar het Ising model met een groot eindig volume. Daarna proberen we om
de uitdrukkingen hiervan te extrapoleren naar een 'oneindig’ volume.

We laten het volume toenemen en voor elke stap nemen we de externe spinwaarden
willekeurig +1 of —1: willekeurige randvoorwaardenOok nemen we de temperatuur
laag genoeg, zodat de spins sterk de neiging hebben om gelijke
waarden aan te nemen. Het gedrag van de mate van overeenkomst van de spins blijkt af
te hangen van hoe we het volume laten toenemen.

Uiteindelijk, door (A.66), zijn in alle voorkomende configuraties bijna alle spins
hetzelfde. Omdat we de randvoorwaarden willekeurig hebben gekozen, heeft in de
optredende configuraties desondanks de ene helft van de volumes bijna alle spins op en
de andere helft bijna alle spins neer.

Als we diep in het volume ver weg van de rand kijken zien we nog steeds een
effect van de randvoorwaarden. De lokale volume dichtheden van gebieden van gelijke
spins zijn asymptotisch onafhankelijk van de randvoorwaarden. Maar zelfs voor hele
grote volumes is er een significant effect op de spinwaarden. Als we kijken naar een
heel groot volume, dan geldt met kans 1 dat ofwel alle configuraties bijna alle spins op
hebben, ofwel bijna alle spins neer. De voorkeurswaarde is gelijk aan de spinwaarde
die de meerderheid heeft van de externe spins van de randvoorwaarde met afstand 1 tot
het volume. Omdat de temperatuur hoger is dan nul, heeft toch nog een klein deel van
de spins een tegenovergestelde waarde.

Omdat we de volumes snel genoeg laten toenemen, zien we geen zogenaamde
tures Dit betekent dat het niet mogelijk is om met een positieve Kamesonfiguraties
te zien met de meeste spins &p configuraties met de meeste spins neer.
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Deze onderwerpen hebben we behandeld in Hoofdstuk 4. Het was nodig om niet-
triviale expansie technieken te introduceren: ndelti-scalecluster-expansies. Onze
multi-scale expansiemethode isiggpireerd door idéa van Fohlich and Imbrie [35].

Het is een generalisatie van de meer bekende "uniforme’ cluster-expansie techniek. Met
als doel vereenvoudiging van onze afschattingen kozen we ervoor om een andere repre-
sentatie te gebruiken dan die in [35], en wel de zogenaafotieck/-Preiss represen-

tatie, die twee jaar later al werd ontwikkeld in [50].

Om bruikbare afschattingen te hebben, moesten we bepedtieléa bewijzen: we
hebben de convergentie nodig van sommige sommaties die gerelateerd zijn aan de ex-
pansies. Voor cluster-expansies is het cruciaal om te controleren of het iKdReeiss
criterium geldt. Voor onze expansies kan dit echter niet op een directe manier. Daarom
introduceerden we een nieuw criterium en hebben we bewezen dat het equivalent hier-
aan is. Met dit nieuwe criterium kunnen we zelfs voor onze expansies bruikbare af-
schattingen verkrijgen. Het laatste hoofdstuk geeft meer uitleg over deze uniforme en
multi-scale cluster-expansies.
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